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the similar way you would.
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Figure 1: Demonstration of an everyday microaggression scenario and how EmoSync could be used. EmoSync is an LLM-based

agent that generates a personalized analogy to facilitate affective empathy in microaggression situations. Note that José’s

comment in 2 is directly excerpted from a real episode [24].

Abstract

The importance of empathy cannot be overstated in modern soci-
eties where people of diverse backgrounds increasingly interact
together. The HCI community has strived to foster affective empa-
thy through immersive technologies. Many previous techniques
are built upon a premise that presenting the same experience as-is
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may help evoke the same emotion, which however faces limita-
tions in matters where the emotional responses largely differ across
individuals. In this paper, we present a novel concept of generat-
ing a personalized experience based on a large language model
(LLM) to facilitate affective empathy between individuals despite
their differences. As a case study to showcase its effectiveness, we
developed EmoSync, an LLM-based agent that generates person-
alized analogical microaggression situations, facilitating users to
personally resonate with a specific microaggression situation of an-
other person. EmoSync is designed and evaluated along a 3-phased
user study with 100+ participants. We comprehensively discuss
implications, limitations, and possible applications.
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1 Introduction

The scope of diversity is increasingly evolving as the elements
pertaining to one’s identity such as race, gender, etc., are subdi-
vided [60, 104] and overlap with one another [125]. Such trends
often involve marginalization, alienation, or isolation [144], cre-
ating tension in modern societies. While it is widely agreed that
empathy is important for people of diverse backgrounds to co-exist
together [23, 46, 91, 154], it is still a significant challenge to foster
such empathy.

The HCI community has developed various techniques and sys-
tems to promote empathy. Storytelling [142] and role-playing [55]
are employed to facilitate perspective-taking and understanding
of another person’s feelings. Immersive interfaces such as virtual
reality have been developed to convey another’s experiences as
realistically as possible [9, 21, 81, 107]. These works share a com-
monality in their strategy — letting the user experience the episode
of other people would help the user feel the same emotions as the
people in the episode. While such a strategy is known to be effec-
tive in fostering affective empathy of the user and encouraging
pro-social behaviors [96], there is a limitation in their premise —
‘presenting someone else’s experience as the same might not necessar-
ily evoke the same emotion in the user.’

Microaggression is a fine example where people may not feel
the same way despite the same experience given. Microaggressions
are subtle and ambiguous forms of discrimination that individuals
may experience in their daily lives; unlike overt discrimination,
microaggressions are often unintentional [135]. One reason it is
difficult to empathize with those who experience microaggressions
is that the underlying discriminative frame is not visible to those
who have not experienced the discrimination directly [135]. Imag-
ine a social gathering where someone says to a woman “You’re
so beautiful! Why are you still single?” To some, it could just pass
through the conversation. Even the speaker may have meant no
intent of aggression at all. For the woman, however, it could be
felt as a biased view about her gender, appearance, and values. The
point is that, despite the same experience, the individuals there may
perceive it differently based on one’s cultural background, past ex-
periences, personality, etc. In some cases, people may consider the
woman ‘too sensitive’ rather than empathizing. Such subtlety and
individual variances around microaggression would hinder commu-
nication between different people, leading to misunderstandings

and conflicts, and eventually narrow an interaction circle limited
within a small homogeneous group that easily empathizes with
each other [54, 103, 106, 144].

In this paper, we present a novel concept of generating a person-
alized experience based on a generative model to facilitate empathy
between individuals with differences. This concept is inspired by
our real-life practice. When we try to empathize with people from
different backgrounds, we often reflect on our own experiences.
For example, we may empathize with an immigrant adjusting to a
new culture by recalling our early days at a new workplace, when
we struggled with a sense of belonging. That is, analogizing others’
experiences to our own [17] is an effective method that connects
the feelings between different individuals.

As a case study to showcase the effectiveness of our concept,
we developed EmoSync, a large language model (LLM) based agent
that generates personalized analogical microaggression vignettes,
so that it facilitates users to personally resonate with a different
microaggression vignette of another person. Inspired by recently
reported abilities of LLMs as a computational user model for behav-
ioral [115] and emotional understanding [124, 152], we developed
and evaluated EmoSync over 3 phases of user experiment-driven
studies. Phase 1 is the process of having the LLM accurately under-
stand a user’s personalized emotional response patterns to various
microaggression vignettes. In essence, we identified the appropri-
ate types and amount of personal information that enable the LLM
to achieve a practical accuracy, based on real user data from 41
participants and iterative prompt engineering. In Phase 2, based on
our findings from Phase 1, we designed the prompts to generate
personalized analogical microaggression vignettes, which aim to
(1) elicit an emotional response in the user that is similar to the
emotions felt by the target person whom to be empathized with,
and (2) be personally resonant with the user and perceived as con-
textually similar to the target’s experience. A pilot experiment with
10 participants showed effective elicitation of the target emotion.

The following example demonstrates EmoSync. Consider two
people, Doe and Foo. We want to help Doe empathize with Foo’s
experience of microaggression. The following is the original mi-
croaggression that Foo experienced, excerpted from SelfMA [24],
a public dataset of microaggression experiences:

At a loud party, Foo, a woman engineer with
an amateur radio license, spells a word
using the phonetic alphabet (alpha, bravo,
charlie,...). A man at the party responds by
asking, “Wow, was your dad a pilot?”

Then, below is the analogical microaggression vignette actually
generated by EmoSync. EmoSync generates an analogical vignette
personalized for Doe by taking input from the original microaggres-
sion above, the emotions that Foo felt therein, and the information
about Doe’s Hispanic background and past responses to other mi-
croaggressions:

Doe is a successful businessman who has
worked hard to build his company. At a networking
event, a stranger assumes that Doe is a
maintenance worker because of his Hispanic
appearance, asking him to fix a broken light.

https://doi.org/10.1145/3706598.3714122
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In Phase 3, we evaluated the end-to-end efficacy of EmoSync
in fostering empathy through an online user study of 60 partic-
ipants. In the experiment, participants experienced EmoSync by
viewing the original microaggressions they previously struggled to
empathize with, alongside its corresponding analogical microag-
gressions. To explore how EmoSync influenced their empathy to-
wards the original microaggressions, we conducted quantitative and
qualitative analyses of multi-faceted empathy factors. The results in-
dicate that EmoSync effectively enhances empathy, improving both
emotional and cognitive understanding of the original microaggres-
sions. Free-form responses from the participants delivered various
implications, insights, and limitations on the concepts we propose
and the actual EmoSync system.

Our contributions are threefold. First, we propose a novel concept
of generating a personalized analogical experience based on LLMs
to facilitate affective empathy between individuals with differences.
Second, we apply this concept to the context of microaggression
and develop EmoSync, an LLM-based agent with extensive prompt
engineering, microaggression dataset, and emotion surveys. Third,
we evaluate the efficacy of EmoSync and its underlying concept in
fostering empathy through an online user study of diverse partici-
pants.

The organization of this paper is as follows. §2 reviews the liter-
ature. §3 overviews our study procedure. §4 and §5 present the user
experiment-driven designs of personalized emotion understanding
and analogy generation using LLMs, respectively. §6 depicts the
end-to-end evaluation procedure and §7 discusses the results. §8
envisions possible applications that could be built upon EmoSync.
§9 discusses various agenda, before concluding the paper.

Terminology: In this paper,𝑀𝐴 denotes ‘microaggression’.

2 Background and Related Works

2.1 Empathy

The definitions of empathy differ in the details across literature,
but it is widely agreed that empathy encompasses understanding
and experiencing another’s emotion [40]. As globalization makes
it common to interact with diverse people of different origins and
cultures, the need for empathy between people with differences is
greater than ever [25].

It has been often theorized that empathy consists of two com-
ponents, namely cognitive empathy and affective empathy, respec-
tively [22, 43]. Cognitive empathy indicates understanding another’s
feelings [22]. Affective empathy is concerned with actually experi-
encing the emotion that the other is feeling [40]. Empathy is further
divided into four subthemes: Perspective Taking, Fantasy (related
to cognitive empathy), and Emotional Concern, Personal Distress
(linked to affective empathy) [42].

HCI research has developed computational tools and methods to
promote empathy. Nudging [139, 146] adopts a traditional method
of asking “What would the other person feel?” From cognitive em-
pathy perspectives, text narratives [41] or biosignals [41, 92, 102]
visualize the other’s emotional states so that the user would un-
derstand their perspective. To foster affective empathy, immersive
approaches such as VR [12, 16, 59], role-playing [55], or story-
telling [142] aim to reproduce another person’s experience that

may elicit similar emotions from the user. In practice, the mecha-
nisms of empathy involve both cognitive and affective components;
the aforementioned works may not be exclusive to either.

Although immersive experiencing has shown effectiveness, there
is an underlying limitation from affective empathy perspective —
it may have overlooked that different people may feel non-identical
emotions despite identical experiences [57]. Previous works often
focused on conveying others’ experience as vividly as possible,
upon the premise that experiencing the same would help us feel
what they feel. However, it is known that interpersonal differences
in gender [113], age [27], personality [58], social context [48], and
culture [101] differently influence one’s emotion elicited from given
experiences.

In this light, we call for presenting a personalized experience
rather than an identical experience as-is. It may help the user feel
a more similar emotion to the other, contributing to affective em-
pathy. Our study is believed the first attempt that computationally
generates a personalized analogical experience to evoke a similar
emotion to what the other person felt with the original experience.

2.2 Microaggression

2.2.1 Definition of MA. Microaggression (𝑀𝐴) was first coined
in 1970 by Pierce [120]. Active studies on 𝑀𝐴 were, however, ig-
nited very recently in 2020 by Sue and Spanierman who refined
its definition as “brief and commonplace daily verbal, behavioral, or
environmental indignities, whether intentional or unintentional, that
communicate hostile, derogatory, or negative racial slights and insults
toward people of color” [135]. Although earlier discussions on𝑀𝐴

mainly concerned the context of people of color [134], nowadays
it has expanded to various contexts, including gender bias and mi-
norities [18, 109, 129], disabilities [77], appearance [114], ages [55],
and so on.

The ‘micro’ in𝑀𝐴 means that the offense takes place in a micro-
scale space between individuals, differentiating it from explicit
aggression occurring at societal levels, e.g., hate speech or overt
discrimination.𝑀𝐴 also encompasses both conscious and uncon-
scious discrimination [135]. In this paper, we follow the recent
practices about𝑀𝐴 [119, 130] — referring to subtle, implicit, or even
unintended everyday discrimination that may be offensive or not
depending on the listener, as opposed to overt discrimination. It is
important to note, however, that this definition remains inherently
subjective and nuanced, potentially varying based on an individual
reader’s backgrounds or experiences. For a detailed disclaimer re-
garding the definition and scope of𝑀𝐴 used in this paper, please
refer to §3.3.

A classic example of such kind of𝑀𝐴 is to say “Your English is so
good!” to anAsianAmerican [134]. Despite seemingly a compliment,
there may exist an unconscious, preconceived notion that they
were not born in the U.S. or their English is not as good as that
of majority ethnicity groups. Table 9 in Appendix A.1 includes
more examples and the overview of the taxonomy, proposed by
Sue et al [134]. These subtle forms of discrimination that one can
easily experience in daily life have no less negative impact than
overt discrimination [71]. Harmful effects include physical health
issues [106], psychological distress [103], depressive symptom [54],
and so on.
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2.2.2 Coping Strategies. Various coping strategies have been stud-
ied to understand how people respond upon facing𝑀𝐴, and how
they should ideally respond. Lewis et al. broadly classified these into
three big categories: resistance coping that confront the aggressor,
collective coping through support networks, and self-protective
coping [90]. Various response techniques for both targets and by-
standers in𝑀𝐴 situations have been introduced. Sue et al. proposed
microintervention strategies as a means to communicate with the
targets of𝑀𝐴 [133]. Ackerman-Barger and Jacobs classified stake-
holders of 𝑀𝐴 into Source, Recipient, and Bystander, suggesting
appropriate actions for each [7]. Wheeler et al. presented 12 tips
for responding to both𝑀𝐴 and overt discrimination [157].

In𝑀𝐴 domain, our work intersects with existing coping strate-
gies in various ways. By enabling the source who may be unaware
of their aggressive behavior to experience the emotion from the vic-
tim’s perspective, EmoSync helps to validate experiential reality, a
key aspect emphasized in microintervention [133]. It can also effec-
tively assist when recipients of𝑀𝐴 wish to share their thoughts, or
when sources seek to clarify the emotions of recipients [7]. Overall,
EmoSync acts as a bystander that helps the source of𝑀𝐴 effectively
recognize it, especially for those who do not intend harm but due
to ignorance or not being considerate enough. Depending on the
applications (§8), we can further utilize EmoSync for preventive
role, actively working to identify and address potential instances
of𝑀𝐴 before they occur.

2.2.3 Computational approaches. Little technical tools are avail-
able for 𝑀𝐴s, unlike tools for detecting general hate speech [49,
127]. The perception or interpretation of a𝑀𝐴 highly depends on
who speaks, who listens, and its context. A comment perceived
as offensive in one situation may not feel so at all in another. A
recent study premiered machine learning-based detection of racial
𝑀𝐴, where shortfalls were identified that the lack of properly la-
beled 𝑀𝐴 datasets made it difficult to present valid results [10].
COBRA frame firstly explored the contextual dynamics of 𝑀𝐴’s
offensiveness depending on surrounding conditions (e.g., speaker
and listener) [170].

Overall, computing research on𝑀𝐴 is in its infancy. Existing𝑀𝐴-
specific studies are mainly in the realm of detection. Moderation for
𝑀𝐴s is underexplored, largely borrowing the ways for general hate
speech moderation [49, 127]. To teach people how to understand
and respond to𝑀𝐴s, gamification has been exercised [89, 160]. Still,
these approaches share the existing frame in §2.1 — ‘putting the
user into the same situation as the victim.’ Given the subtlety and
individual variance in perceiving𝑀𝐴, the odds of eliciting the same
emotion or deeper affective empathy may be limited.

In this paper, we explore the problem of𝑀𝐴moderation through
a lens of computer-mediated empathy. By having large language
models (LLMs) generate an analogical situation personalized to each
individual, we aim to foster one’s emotion to be closely aligned
with the person in the𝑀𝐴 situation.

2.3 LLM for User Modeling

The proliferation of LLMs [6, 11, 68, 143] is impacting various
fields — significant productivity boosts in writing [94] and transla-
tion [161], new applications in healthcare [29] or education [66, 85]
domains, expert systems [78], etc.

Table 1: Notations and definitions of frequent keywords

Notations Definitions

𝑚𝑂 Original𝑀𝐴

𝑚𝐴 Analogical𝑀𝐴

𝑇 the target individual (a.k.a. Foo) whom the user (𝑈 )
wants to empathize with.

𝐸
𝑚𝑂
𝑇

the target emotion, i.e., the emotion of the target
individual (𝑇 ) upon experiencing the Original 𝑀𝐴

(𝑚𝑂 ).
𝑈 the user (a.k.a. Doe) who wants to empathize with

the target individual (𝑇 ).
𝐸
𝑚𝑂
𝑈

the emotion of the user (𝑈 ) upon experiencing the
Original𝑀𝐴 (𝑚𝑂 ).

𝐸
𝑚𝐴
𝑈

the emotion of the user (𝑈 ) upon experiencing the
Analogical𝑀𝐴 (𝑚𝐴).

Recently, LLMs’ potential to understand and mimic human emo-
tions is being actively studied. Regan et al. examined LLMs’ emotion
prediction abilities [124]. Wang et al. found LLMs’ Emotional Quo-
tient (EQ) scores exceeding average human levels [152]. Park et
al. showcased the generative simulation of natural human behav-
iors in social situations [115]. A recent survey encompasses LLMs’
capabilities in understanding and mimicking user behaviors [136].
RecMind [153] uses LLMs to predict user-specific item evaluations.
PALR [33] integrates user-item history with LLMs for personal-
ized suggestions. EmoEden [137] demonstrates the capability of
LLMs to provide personalized emotional understanding and gener-
ate emotion-inducing contents to help children with autism learn
specific emotions. In the context of 𝑀𝐴, a recent study examined
how the social roles and demographic identities of speaker and
listener influence the perception of𝑀𝐴 offensiveness [170].

To our knowledge, our study is the first attempt to utilize LLMs
to simulate individual emotional processes for emotion-inducing
contents generation in𝑀𝐴-specific context. Our research starts by
validating a necessary prerequisite – ‘Can LLM understand and sim-
ulate an individual’s emotional processes towards 𝑀𝐴?’ We firstly
hypothesize that, when an LLM is given a record of how an in-
dividual has reacted to particular 𝑀𝐴s, the LLM could infer the
individual’s reaction to a new 𝑀𝐴. Once verified, we conjecture
that the LLM may even be able to generate a situation that likely
causes the individual to feel a particular target emotion.

3 Study Overview

3.1 Motivations and Concept

Inspired from the literature in §2.1 that the same experience may
not elicit the same emotion depending on personal differences,
we devise a converse concept: generating a different, personally
analogical experience may elicit the same emotion as the other person
having the original experience. This approach helps bridge gaps in
affective empathy caused by different backgrounds, highlighting
shared emotions between individuals even though their experiences
differ. We envision this concept would bring attention to the HCI
community on affective empathy methodologies.

For a case study to embody and evaluate this concept, we develop
EmoSync, an LLM-based generative empathetic agent specializing
in𝑀𝐴. We choose𝑀𝐴 as it is an empathy problem domain where
the effects of interpersonal differences are significant. Figure 2 ( 1
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Figure 2: Conceptual operation flow of EmoSync.

through 3 ) depicts the flow of EmoSync. Table 1 lists the notations
used in Figure 2 and throughout the rest of the paper. 1 A𝑀𝐴𝑚𝑂

is presented to a person 𝑇 (target individual), feeling the emotion
𝐸
𝑚𝑂

𝑇
. Another person 𝑈 (user) who struggles to empathize with

𝑇 , feeling a different emotion 𝐸
𝑚𝑂

𝑈
. 2 Then, EmoSync is given

the personal information of 𝑈 , the target emotion 𝐸
𝑚𝑂

𝑇
, and the

original𝑚𝑂 . It generates a new𝑀𝐴𝑚𝐴 such that it is personalized
for𝑈 , analogical to𝑚𝑂 , and likely eliciting an emotion 𝐸

𝑚𝐴

𝑈
from

𝑈 where 𝐸𝑚𝐴

𝑈
≈ 𝐸

𝑚𝑂

𝑇
. 3 Lastly,𝑈 is presented with both𝑚𝑂 and

𝑚𝐴 so that 𝑈 could understand the original𝑀𝐴 and experience an
emotion similar to what 𝑇 felt, fostering a holistic empathy with
𝑇 . Note that EmoSync generates the personalized 𝑚𝐴 not as an
arbitrary output but as one perceived similarly to the original𝑚𝑂 ,
so that pairing𝑚𝑂 and𝑚𝐴 makes sense to𝑈 .

We described𝑀𝐴 in text forms, given the availability of a large
dataset of 1300∼𝑀𝐴 vignettes [24] and LLMs’ abilities of human
understanding and mimicry. §3.2 presents the 3-phased study pro-
cedure. §3.3 details the SelfMA dataset [24] which EmoSync is
designed and experimented upon. §3.4 explains the ethical consid-
erations.

3.2 Study Procedure

We identify two major functions to realize a working prototype of
EmoSync. (1) Personalized Emotional Understanding: having
an LLM understand how a specific user would emotionally reacts to
various𝑀𝐴 vignettes; (2) Personalized Generation: having the
LLM generate an Analogical𝑀𝐴 to elicit the target emotion in the
user. Then we conducted (3) End-to-end Evaluation of EmoSync
in fostering empathy in a 𝑀𝐴 vignette. Figure 3 illustrates the 3-
phased procedure reflecting the development and evaluation goals
above. Table 2 describes the survey types used in our study.

Table 2: Independent questionnaires included in each survey

over the 3-phased study.

Survey Type Independent Questionnaires Included

Data Survey EmoMA (×40 Original𝑀𝐴), Big5, VLQ, EES,
Demo

Analogy Survey EmoMA (×12 Analogical𝑀𝐴)
Evaluation Survey Empathy Measure (×12), {Empathy Measure,

Perception Measure} (×12), (for the overall
MAs) Perception Measure, Questions about
impressions on EmoSync concept

Phase 1: Personalized emotion understanding for MA. De-
spite LLMs’ ability to comprehend and replicate human emotions
(§2.3), it is unknown if such ability extends to𝑀𝐴s whose emotional
stimuli exhibit much subtlety and interpersonal dependence. Dis-
parate performance also has been observed for underrepresented
groups [131]. Thus, we investigated what personal information
influences emotional response to𝑀𝐴s and enabled the LLM to an-
alyze a given user’s personalized reaction patterns. This process
consists of user data collection (Data Survey) from 41 participants
for 40𝑀𝐴s and base prompt design over iterative experiments. §4
details Phase 1.

Phase 2: AnalogicalMA generation. Once Phase 1 ensured that
LLM understands, reasons, and infers one’s personalized emotional
responses to an Original 𝑀𝐴 vignette, we proceed with Phase 2

where we devise the inverse process — generating a new𝑀𝐴 per-
sonalized for the user (𝑈 ) given the target emotion of the target
individual (𝑇 ). To this end, Phase 2 consists of the final prompt de-
sign for Analogical𝑀𝐴 generation, followed by a pilot experiment
through an online survey (Analogy Survey) with 10 participants
to observe how closely 𝑈 ’s elicited emotions are congruent with
the corresponding target emotions, as shown in Figure 3. §5 details
Phase 2.
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Figure 3: 3-phased study procedure.

Phase 3: Evaluation for Empathy. Now that EmoSync has been
developed, we evaluate its overall empathy effects with 𝑀𝐴s. In
Phase 3, we newly recruit 60 participants and conduct an end-to-
end experiment through online surveys (Data Survey, Analogy
Survey, and Evaluation Survey). Our evaluation metrics include
multi-faceted empathy factors, assessed both quantitatively and
qualitatively. §6 depicts the setup and §7 discusses the results.

3.3 SelfMA Dataset: Disclaimer, Rationale, and

Preparation

Disclaimer: Our research is grounded in the recent literature
definitions of𝑀𝐴 as ‘subtle, implicit, or even unintended’, and
utilizes𝑀𝐴 vignettes that 3rd-party experts endorsed as non-
overt. Still, to some readers, examples of𝑀𝐴 vignettes referred
in the study might not feel subtle or implicit, depending on
their individual experiences or perspectives. This individually-
perceived discrepancy between the definition and examples is
unavoidable due to (1) the inherently subjective nature of𝑀𝐴

which allows for varied interpretations, and (2) the diverse and
evolving perspectives on the definition of𝑀𝐴. §2.2.1 elaborated
on this nature. To avoid such discrepancy misguiding a reader’s
understanding of the𝑀𝐴 definition in this study or developing
stereotypical view of𝑀𝐴s, we clearly state the limitations and
the specific definition used in our research.

To help LLMs understand a user’s sophisticated MA-specific
emotional patterns, having𝑀𝐴 examples with diverse contexts is
necessary (detailed in §4.1). We sourced the example vignettes from
the SelfMA dataset [24] — currently the only publicly available

𝑀𝐴 dataset that (1) covers a variety of contexts with (2) a large
number of samples.

SelfMA is constructed from people’s self-reported𝑀𝐴 vignettes
posted to the tumblr site [1]. A total of 1300 𝑀𝐴 samples come
with annotations given by three experts in 𝑀𝐴 theories. Their
annotations include the taxonomy built upon Sue’s work [134]. 38
𝑀𝐴s are annotated as ‘overt’. Since our focus is on subtle 𝑀𝐴s
whose interpretation could be individual-dependent, we utilized
only the 1262 non-overt𝑀𝐴s.

Data Preparation. To ensure our emotion surveys can be com-
pleted in a reasonable amount of time, we take a theme-balanced
subset from the total 1262 non-overt 𝑀𝐴s in SelfMA as follows.
Two researchers independently screened all 1262𝑀𝐴 vignettes and
assigned theme labels to each 𝑀𝐴. For systematic theme assign-
ments, we referred to 13 themes in Everyday Discrimination Scale
(EDS) [3, 158], which we eventually reduced into 9 themes (Ancestry,
Gender, Race, Age, Religion, Appearance, Sexual Orientation, Educa-
tion of Income Level, Disability) by merging thematically similar
ones. Most𝑀𝐴s in SelfMA are labeled with 1+ themes, except 2%
of𝑀𝐴s that no one found a relevant theme. After discarding the 2%,
we sampled 40𝑀𝐴s in a theme-balanced manner from the labeled
𝑀𝐴s in SelfMA. §4 and §9 discuss our rationale for the number of
𝑀𝐴s sampled and used.

We post-processed the sampled𝑀𝐴s. As SelfMA is a collection
of online posts, the𝑀𝐴s differ in narrative styles. To help our par-
ticipants focus on the factual episodes and find their own emotions,
we standardized the presentation form of the sampled𝑀𝐴s as fol-
lows: (1)𝑀𝐴 is described in the 3rd person, as 1st-person narratives
might result in someone thinking ‘I haven’t been in this.’ (2) We
remove subjective interpretations of those who posted the 𝑀𝐴s,



Toward Affective Empathy via Personalized Analogy Generation: A Case Study on Microaggression CHI ’25, April 26–May 01, 2025, Yokohama, Japan

keeping the factual description of the episodes. (3) All references
to people are replaced with neutral symbols of ‘X’, ‘Y’, etc.

3.4 Ethical Consideration for Surveys

Given the nature of our survey, participants will see a considerable
number of 𝑀𝐴 vignettes, which may induce fatigue or emotional
stress. To mitigate, we carefully applied the following ethical con-
siderations to all the surveys we conducted.

• We created our survey design referring to other studies show-
ing negative samples [18, 95, 97].

• At the beginning of the survey, we provided a caveat and an
example of𝑀𝐴, and obtained their consent.

• We designed each single survey to last no more than 3 hours.
• For one survey, participants were given up to 48 hours in
which they could freely split or pace their responses to help
them not be emotionally overwhelmed. Furthermore, explicit
breaks were given for every 10 vignettes.

• We received feedback on surveys, and kept the lines of com-
munication open after the survey.

Furthermore, in all surveys, the participants were informed that
their responses would be utilized by LLMs. They voluntarily gave
their consent before joining. Our institute’s IRB approved our study.

4 Phase 1: Personalized Emotion Understanding

To enable the LLM’s personalized emotion understanding upon
𝑀𝐴s, we investigated what influences an individual’s emotional
response to 𝑀𝐴, and collected user data through online survey
(§4.1). After that, we conducted iterative experiments to design
Base-prompt (§4.2).

4.1 User Data Collection

We first conducted a survey to collect the user’s personal informa-
tion and their personalized reaction patterns to𝑀𝐴s.

4.1.1 Survey Design. This survey, namely Data Survey, encom-
passes the major dimensions of personal information grounded on
literature. It consists of 5 independent questionnaires listed below
(along with a typical time for completion). Detailed examples of
each questionnaire and original questions therein are shown in
Appendix A.4 (Figure 10 and 11).

• Demographics (abbr. Demo; < 5min): People in a minority
group are more aware of𝑀𝐴s [18] and tend to exhibit negative
emotions to subtle𝑀𝐴s [149]. Based on the axes of discrimina-
tion whose association with𝑀𝐴 was reported, the participants
are asked about their race [134], gender [18], sexual orienta-
tion [129], age [55], disability [77], mental illness [53], physical
appearance [114], education and income [105].

• Big Five Inventory (abbr. Big5; < 5min): Personality is reported
influential to an individual’s emotional responses [26, 28, 147].
We employed the Big Five Inventory [70] – a simplified version of
the full Big Five Personality Traits questionnaire [52]. It consists
of 5-pt Likert Scale questions for 44 statements (e.g. “I see myself
as someone who is talkative”).

• Valued Living Questionnaire (abbr. VLQ; < 5min): Personal
values are intuitively expected to influence reactions to𝑀𝐴s, as
supported by some findings [15, 126]. We adopted the standard

VLQ [159] to collect a 10-pt Likert-scale response for 10 living
components of (Family, Marriage/intimate relations, Parenting,
Friendship,Work, Education, Recreation, Spirituality, Citizenship,
Physical self-care).

• Emotional reactions to MA vignettes (abbr. EmoMA; ap-
prox. 2.5 hours): While the standard questionnaires above are
to represent one’s characteristics, they do not directly reflect
one’s feelings on 𝑀𝐴 situations that they encounter. To com-
plement, we create a questionnaire that directly presents 𝑀𝐴

vignettes (adopted from the 40 theme-balanced𝑀𝐴s in §3.3) and
asks about one’s emotional responses. We adopted the short
affect scale [39, 97, 128, 141] for concise and structured repre-
sentation of one’s emotional response to each 𝑀𝐴s. This scale
consists of 12 affect items (7-pt scale each), which are sampled
from three subscales of the Multiple Affect Adjective Check List
(MAACL) [171]. Table 3 lists the subscales and the affect items.
For each𝑀𝐴, EmoMA repeats the following form:
– A vignette of𝑀𝐴, typically 3 to 4 sentences long.
– 12 emotion ratings to the affect items of the short affect scale,
in 7-pt Likert scale (1: ‘Not at all’, 7: ‘Very much’).

– 1 free-form question asking why they felt such emotions from
the vignette (250+ characters long).

– 3 questions (in 7-pt Likert-scale) regarding the participant’s
awareness of the presented𝑀𝐴 situation.

– 2 questions (in Yes or No) regarding the participant’s familiarity
with the presented𝑀𝐴 situation [149].

• Emotional Empathy Scale (abbr. EES; < 5min): EES [99] as-
sesses the participant’s basic capacity of empathy, with 9-pt
Likert-scale questions for 33 items. Note that EES responses
are not given to the LLM for later inference or generation; EES
is for researchers’ pre-screening — e.g., our participants follow a
typical distribution of EES scores.

4.1.2 Procedure. We collected a dataset from 41 valid participants,
recruited from the United States region on Prolific. The geographic
constraint is set as the𝑀𝐴 posts of SelfMA are mostly from the
U.S. context. Further rationales for participants are discussed in
§9. Each participant spent 3 hours (including breaks) on average
to complete the whole survey, being compensated £18 (≈$24) on
average.1

4.1.3 Results. Table 11 in Appendix A.3 summarizes the partici-
pants’ response statistics Hereinafter,Dataset1 refers to the dataset
collected here. The participants’ responses are validated by the con-
sistency and completeness. Examples of rejected responses include:
(1) obvious evidence of LLM-generated responses, e.g., “As an AI
developed to...”, (2) inconsistency between the demographics and
free-form responses, e.g., answered ‘Asian’ in the demographics,
later says “As a Latina myself, ...”.

Figure 6a shows a heatmap of the negativity score (defined in
Table 3) of the emotion responses of each participant upon seeing
each 𝑀𝐴 in the EmoMA section. Vertically, scores are highly di-
verse across participants even for the same𝑀𝐴. This supports our
premise that people may feel differently for the same experiences,
particularly in 𝑀𝐴, which inherently features high subtlety and

1The standard currency of Prolific is GBP; our compensation is compliant with Prolific
hourly rate policies.
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individual variations. Horizontally, each participant’s scores vary
largely across 𝑀𝐴s, and the varying patterns are rather distinct
across participants. This implies that some 𝑀𝐴s evoke stronger
emotions from someone while other 𝑀𝐴s do not, partly attribut-
able to individual-dependent factors. These results advocate our call
for personalization in understanding individuals’ different affective
responses and facilitating empathy in𝑀𝐴 contexts.

4.2 Prompt Design

We designed the LLM prompt for personalized emotion understand-
ing specializing in MAs, through experiments upon Dataset1. To
assess the performance of LLM, we conducted the personalized emo-
tion prediction tasks. The experimental settings and the prompt
design are detailed below.

4.2.1 Experimental Settings. To evaluate the performance of the
LLM’s personalized emotion prediction to the𝑀𝐴s, we measured
𝑚𝑒𝑎𝑛𝐴𝐸𝑖𝑡𝑒𝑚 , i.e., the Mean Absolute Error (MAE) of the affect
item scores across all 12 emotion categories, between the inferred
and the ground truth. Table 3 lists the formal definitions of the
scales, score metrics, and error metrics used throughout this paper.
We calculated the𝑚𝑒𝑎𝑛𝐴𝐸𝑖𝑡𝑒𝑚 results by averaging the outcomes
from all possible combinations of training and test𝑀𝐴s to mitigate
potential selection bias.

Our choice of LLM is Mixtral-8x7B-Instruct-v0.1 [5], an
open-source LLM from Mistral AI shown to be the best-performing
and highly efficient model at the time of study [69, 140]. It offers
significantly faster inference time compared to open-source models
like Llama-2-70B [4] while achieving superior performance [140].
Given the significant costs of commercial models, we selected the
Mixtral model after experimentally verifying its performance on
par with GPT-4 (detailed in Appendix A.2).

4.2.2 Prompt Design. Our prompt, namely Base-prompt, consists
of a ‘context’ section and an ‘instruction’ section. Figure 15 in
Appendix A.5 shows the detailed prompt. This prompt marked the
𝑚𝑒𝑎𝑛𝐴𝐸𝑖𝑡𝑒𝑚 of 1.114 (out of 7-pt scale) on emotion inference, which
is comparable to the performance of recent LLM-based sentiment
analysis [168].

The context section is to let the LLM know about a person. The
context section enumerates the personal information of a partici-
pant (collected in §4.1, except EES). To help the LLM’s understand-
ing, we set up a fictitious person named ‘Doe’ and stated that the
given context is a description of Doe. We chose a neutral name to
mitigate LLM’s bias to a person’s gender or ethnicity inferrable
from names [8]. Given the 40 samples of (𝑀𝐴, emotion responses)
pair per participant available in Dataset1, 20 samples are given to
the context section to teach the LLM about this person’s past re-
sponses to𝑀𝐴s. The sample numbers are carefully chosen in favor
of inference performances (Figure 4) and the LLM’s token limit of
4k. As the𝑚𝑒𝑎𝑛𝐴𝐸𝑖𝑡𝑒𝑚 hit a local minimum at 20𝑀𝐴s, we keep it
the default in later experiments. To reduce the task complexity, we
replaced the numeric scores of VLQ and Big5 with verbal forms
(e.g., high, low).

The instruction section provides the guidelines to perform the
given task using various personal information provided in the con-
text section. A major challenge in designing the instructions is

to ensure that the LLM interprets each type of information com-
prehensively, not overly depending on a certain type that may
lead to stereotypical inferences. Inspired by Knowledge Genera-
tion Prompting [93], we designed the instructions to first interpret
each type of information thoroughly and then integrate them to
complete the final task.
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Figure 4: Finding optimal 𝑛(𝑀𝐴) given in context section

4.2.3 The effects of personal information. We conducted ablation
studies to verify the relative contribution of each factor in personal
information (§4.1) given to the context section of the prompt: the
participant’s (1) 7-pt-scale emotion scores to 20𝑀𝐴s (EmoMA.scores),
(2) reason statements for each emotion scores (EmoMA.reasons),
(3) Demo, (4) Big5, and (5) VLQ. We tested 25 − 1 = 31 possible
combinations. Table 4 lists the 𝑚𝑒𝑎𝑛𝐴𝐸𝑖𝑡𝑒𝑚 results for selected
combinations. This ablation study indicates score-reason per-
forms best in inferring personalized emotions with𝑀𝐴s. That said,
it is unknown if score-reason would still perform best in the
next task: generating personalized Analogical 𝑀𝐴. Thus, we plan
an A/B test with two opposing combinations: score-reason (i.e.,
best inference performance) and all-personal-info (i.e., most
information about the user) for the generation task. We continue
the details in §5.

5 Phase 2: AnalogicalMA Generation

5.1 Prompt Design

We designed Final-prompt, a prompt to generate Analogical𝑀𝐴s
for the given user and Original 𝑀𝐴, based on the earlier devel-
oped Base-prompt. Figure 16 in Appendix A.5 depicts the detailed
prompt.

The context section refers to two fictitious characters with neu-
tral names – ‘Doe’ and ‘Foo’. Foo is the target individual (𝑇 ) who
experiences the Original 𝑀𝐴 (𝑚𝑂 ) and feels the target emotion
(𝐸𝑚𝑂

𝑇
). Doe is the user (𝑈 ) who wants to empathize with Foo and

will see the generated Analogical𝑀𝐴 (𝑚𝐴). The context contains
the personal information of Doe and an Original 𝑀𝐴 associated
with the target emotion.

The Final-prompt extends the Base-promptwith two new com-
mands: (1) analyze the Original𝑀𝐴 & target emotion to it, and (2)
generate an Analogical𝑀𝐴 to elicit the target emotion from Doe.
The generation proceeds in two steps. First, the LLM infers what
kind of𝑀𝐴 would cause Doe to feel similar emotions to Foo, by an-
alyzing Doe’s personal information in the context section. Second,
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Table 3: Notations of affect items, subscales, and score & error metrics of MAACL (Multiple Affect Adjective Check List) [171]

Short affect scale: [𝑎1, 𝑎2,¬𝑎3,¬𝑎4, 𝑎5, 𝑎6,¬𝑎7,¬𝑎8, 𝑎9, 𝑎10,¬𝑎11,¬𝑎12 ]

= [‘angry’, ‘cruel’, ‘agreeable’, ‘cooperative’, ‘fearful’, ‘worried’, ‘secure’, ‘calm’, ‘blue’, ‘discouraged’, ‘fine’, ‘active’],

where

{
𝑎𝑖 ∈ {1, 2, 3, 4, 5, 6, 7}
¬𝑎𝑖 : a positive-affect item whose score needs to be reversed for negativity or subscale analysis.

Subscales: MAACL [171] is given by [H, A, D], where:

𝑎1, 𝑎2,¬𝑎3,¬𝑎4 ∈ H (Hostility subscale: ‘angry’, ‘cruel’, ‘agreeable’, ‘cooperative’)
𝑎5, 𝑎6,¬𝑎7,¬𝑎8 ∈ A (Anxiety subscale: ‘fearful’, ‘worried’, ‘secure’, ‘calm’)

𝑎9, 𝑎10,¬𝑎11,¬𝑎12 ∈ D (Depression subscale: ‘blue’, ‘discouraged’, ‘fine’, ‘active’)

Given two sets of emotion scores measured in short affect scale: 𝐸𝐴 = [𝑎1, 𝑎2, ...,¬𝑎12 ] and 𝐸𝐵 = [𝑏1, 𝑏2, ...,¬𝑏12 ],

Score metrics:

𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑖𝑡𝑦 score = 1
12

∑12
𝑖=1 𝑎𝑖 [128]

𝐴𝑛𝑥𝑖𝑒𝑡𝑦 score = 1
4
∑8

𝑖=5 𝑎𝑖

𝐻𝑜𝑠𝑡𝑖𝑙𝑖𝑡𝑦 score = 1
4
∑4

𝑖=1 𝑎𝑖

𝐷𝑒𝑝𝑟𝑒𝑠𝑠𝑖𝑜𝑛 score = 1
4
∑12

𝑖=9 𝑎𝑖

Error metrics:

𝑚𝑒𝑎𝑛𝐴𝐸𝑖𝑡𝑒𝑚 = 1
12

∑12
𝑖=1 |𝑎𝑖 − 𝑏𝑖 |

Δ𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑖𝑡𝑦 =
[ 1
12

∑12
𝑖=1 𝑎𝑖

]
−
[ 1
12

∑12
𝑖=1 𝑏𝑖

]
Δ𝐻𝑜𝑠𝑡𝑖𝑙𝑖𝑡𝑦 =

[ 1
4
∑4

𝑖=1 𝑎𝑖
]
−
[ 1
4
∑4

𝑖=1 𝑏𝑖
]

Δ𝐴𝑛𝑥𝑖𝑒𝑡𝑦 =
[ 1
4
∑8

𝑖=5 𝑎𝑖
]
−
[ 1
4
∑8

𝑖=5 𝑏𝑖
]

Δ𝐷𝑒𝑝𝑟𝑒𝑠𝑠𝑖𝑜𝑛 =
[ 1
4
∑12

𝑖=9 𝑎𝑖
]
−
[ 1
4
∑12

𝑖=9 𝑏𝑖
]

Table 4: Effects per combination of personal information

(major results)

Combinations 𝑚𝑒𝑎𝑛𝐴𝐸𝑖𝑡𝑒𝑚 Δ𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑖𝑡𝑦

1 all-personal-info 1.114 −0.093

2 demo-big5-vlq 1.871∗∗ −0.400∗∗

3 score-demo-big5-vlq 1.133 −0.107

4 score-reason-demo-big5 1.095 −0.129∗∗

5 score-reason-big5-vlq 1.089∗∗ −0.154∗∗

6 score-reason-demo-vlq 1.086∗∗ −0.068∗∗

7 score-reason-vlq 1.043∗∗ −0.044∗∗

8 score-reason 1.042∗∗ −0.066∗∗

** : Significance, in comparison to 1 (p < 0.01, Mann-Whitney U).

the LLM generates a specific Analogical 𝑀𝐴 based on the earlier
inference.

5.2 Pilot User Experiment

Before the main evaluation (§6), we check the preliminary efficacy
of our approach and apply revisions if any. To this end, we run a pilot
experiment to (1) find if the Analogical𝑀𝐴 elicits an emotion closer
to the target emotion, compared to what Original𝑀𝐴 elicited, i.e.,��𝐸𝑚𝐴

𝑈
− 𝐸

𝑚𝑂

𝑇

�� < ��𝐸𝑚𝑂

𝑈
− 𝐸

𝑚𝑂

𝑇

��; (2) collect feedback if the Analogical
𝑀𝐴 resonates with its respective user. We also perform an A/B test
for all-personal-info vs. score-reason as distilled in §4.2.3.

5.2.1 Procedure. We designed an online survey on Prolific. Phase
2 in Figure 3 illustrates the survey structure. This survey, namely
Analogy Survey, is targeted to the previous participants who
contributed to Dataset1 (§4.1) as we already have their personal
information needed by the LLM. We conducted Analogy Survey

to 10 participants out of the 41 in Dataset1 on a first-come-first-
serve basis. Each participant spent 1.8 hours (including breaks) on
average, being compensated £14 (≈$18.5). This pilot experiment is
intended small as the main evaluation (§6) will follow.

Notably, Analogy Survey is individually customized. Although
structurally the same as the EmoMA section in Data Survey,
each user is given individually different𝑀𝐴 vignettes, i.e., Analog-
ical𝑀𝐴s by Final-prompt. We screened the Analogical𝑀𝐴s for
possible overt aggression generated. None was deemed to require
moderation. Figure 5 demonstrates the final version of EmoSync.

For selection of Original MA, we refer to each user’s previ-
ous EmoMA responses in Dataset1 and identify the lowest 12
𝑀𝐴s (out of 40) in 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑖𝑡𝑦 score (i.e., 12 𝑀𝐴s that evoked the
least negative emotions). For each Original 𝑀𝐴, we assign a tar-
get emotion (i.e., someone else’s emotion that this participant is
to empathize with) selected from the actual EmoMA responses
in Dataset1 by those who had strong negative emotions to this
Original𝑀𝐴 — i.e., a large emotion gap from the user. To explore
the efficacy of Analogical 𝑀𝐴 upon various interpersonal affec-
tive differences, we assigned the 12 Original 𝑀𝐴s into 4 target
emotion classes. The emotion classes are created upon 3 subscales
(Hostility, Anxiety, Depression) of MAACL [97] (Table 3) and
the top 4 frequent classes were chosen.

Given the 12 (Original 𝑀𝐴, target emotion) pairs prepared for
a user, we generated two versions of Analogical 𝑀𝐴 by running
Final-prompt under all-personal-info and score-reason com-
binations, respectively. As a result, each participant is given 12×2 =
24 Analogical𝑀𝐴s shown in a random order.

5.3 Findings

5.3.1 Users’ emotions get closer to the target emotion. Table 5 de-
picts the 𝑚𝑒𝑎𝑛𝐴𝐸𝑖𝑡𝑒𝑚 and Δ𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑖𝑡𝑦, among the user’s self-
reported emotions to Analogical𝑀𝐴 (𝐸𝑚𝐴

𝑈
), the user’s self-reported
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Suppose Doe has a passion for teaching, a 
profession not typically associated with 
high income. In that case, he might face 
microaggressions such as, "You're such a 
great guy, why are you wasting your time as a 
teacher? You could be making so much more 
money in another field." 

Original MA  A graduate student with an A-average, regularly receives a question from 
acquaintances, family, and strangers: “You're so beautiful, why are you still single?”

Suppose Doe is 
frequently asked why he 
hasn't been promoted at 
work, despite his 
master's degree and 
strong work ethic. 

Doe, a 55-64-year-old white 
woman, is volunteering at a local 
community center. A young 
woman approaches Doe and 
asks, "Why aren't you retired yet? 
Don't you think it's time to relax 
and enjoy your golden years?" 

Target EmotionFoo

Pd25 Personal Information
(EmoMA, Big5, VLQ, Demo)EmoSync Pd20 Personal Information

(EmoMA, Big5, VLQ, Demo) Pd27 Personal Information
(EmoMA, Big5, VLQ, Demo)

Figure 5: Demonstration of the final version of EmoSync. Given an Original 𝑀𝐴, a target emotion, and a user’s personal

information, EmoSync generates an Analogical 𝑀𝐴 personalized to the user. Figure 16 in Appendix A.5 shows an example

prompt.

Table 5: Final-prompt performance comparison

Metric all-personal-info score-reason

𝑚
𝑒
𝑎
𝑛
𝐴
𝐸
𝑖𝑡
𝑒
𝑚 Gap between target and users’ original emotion

��𝐸𝑚𝑂
𝑇

− 𝐸
𝑚𝑂
𝑈

�� 2.54 2.54

***
Gap between users’ original and elicited emotion

��𝐸𝑚𝐴
𝑈

− 𝐸
𝑚𝑂
𝑈

�� 1.94 1.85

Gap between targets’ original and users’ elicited emotion
��𝐸𝑚𝐴

𝑈
− 𝐸

𝑚𝑂
𝑇

�� 2.07 2.09

Δ
𝑁
𝑒
𝑔
𝑎
𝑡𝑖
𝑣
𝑖𝑡
𝑦 Diff. between target and user’s original emotion 𝐸

𝑚𝑂
𝑇

− 𝐸
𝑚𝑂
𝑈

2.16 2.16

***
Diff. between users’ original and elicited emotion 𝐸

𝑚𝐴
𝑈

− 𝐸
𝑚𝑂
𝑈

1.53 1.44

Diff. between targets’ original and users’ elicited emotion 𝐸
𝑚𝐴
𝑈

− 𝐸
𝑚𝑂
𝑇

−0.63 −0.72
Significance denoted as *** : 𝑝 < 0.001 (Wilcoxon signed-rank test).

emotions to Original 𝑀𝐴 in Dataset1 (𝐸𝑚𝑂

𝑈
), and the target in-

dividual’s emotion to Original 𝑀𝐴 (𝐸𝑚𝑂

𝑇
). All measurements are

done under both all-personal-info and score-reason; no sta-
tistically significant difference between the prompts is observed.
Given no difference, the𝑚𝑒𝑎𝑛𝐴𝐸𝑖𝑡𝑒𝑚 and Δ𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑖𝑡𝑦 values be-
low are only from all-personal-info for brevity.

There was a significant difference in users’ emotions between
seeing Original𝑀𝐴s and Analogical𝑀𝐴s (𝑚𝑒𝑎𝑛𝐴𝐸𝑖𝑡𝑒𝑚 between
𝐸
𝑚𝐴

𝑈
and 𝐸𝑚𝑂

𝑈
is 1.94). Particularly, Δ𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑖𝑡𝑦 between 𝐸

𝑚𝐴

𝑈
and

𝐸
𝑚𝑂

𝑈
is 1.53, indicating an overall negative shift in the users’ emo-

tions when seeing Analogical𝑀𝐴s, compared to Original𝑀𝐴s.
Notably,𝑚𝑒𝑎𝑛𝐴𝐸𝑖𝑡𝑒𝑚 between 𝐸𝑚𝐴

𝑈
and 𝐸𝑚𝑂

𝑇
is 2.07, narrowing

the gap (𝑝 < 0.001) compared to that between 𝐸
𝑚𝑂

𝑇
and 𝐸𝑚𝑂

𝑈
being

2.54. It indicates that, when Analogical𝑀𝐴s are shown to the users,
they felt an emotion closer to the target individual seeing Origi-
nal 𝑀𝐴, compared to when the users saw the same Original 𝑀𝐴.
Meanwhile, Δ𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑖𝑡𝑦 between 𝐸

𝑚𝑂

𝑇
and 𝐸

𝑚𝑂

𝑈
is 2.16 and that

between 𝐸
𝑚𝐴

𝑈
and 𝐸𝑚𝑂

𝑇
is −0.63, meaning that the gap (𝑝 < 0.001)

between target emotion and the users’ emotions with Analogical
𝑀𝐴s is much closer than seeing Original𝑀𝐴s.

Overall, showing a personalized Analogical 𝑀𝐴 would likely
narrow the user’s emotion gap to the target individual upon seeing
the Original𝑀𝐴, which can be a foundation for fostering affective
empathy.

5.3.2 More personal information is beneficial for 𝑀𝐴 generation.
Despite no significant difference from the A/B test in §5.3.1, qual-
itative results differed. We refer to the familiarity questions in
the EmoMA section. In Data Survey, we observed 45% of “Yes”
(i.e., familiar) to the Original 𝑀𝐴 vignettes. In Analogy Survey,
the Analogical𝑀𝐴s vignettes generated by score-reason showed
a slight decrease, i.e., 42.5%. In contrast, the vignettes generated
by all-personal-info marked a much higher familiarity (59.7%).
Qualitative analysis on the Analogical 𝑀𝐴 and the LLM’s ratio-
nales indicate that the LLM is actively utilizing the user’s personal
information (which is abundant in all-personal-info) when gen-
erating the user-tailored Analogical𝑀𝐴s. Providing more personal
information would allow the LLM to draw from a richer source
of information, enhancing its capacity to handle varied contexts.
However, we speculate it acts differently on inference and gen-
eration. In inference, more generalization capacity might yield a
prejudiced result if the person’s ground-truth emotion was influ-
enced by factors outside the context section. In generation, on the
other hand, it may strengthen the personal relevance when gen-
erating a novel Analogical𝑀𝐴. We decided to use Final-prompt
with all-personal-info from now on, as it appears to generate
Analogical 𝑀𝐴s grounded on more informed personalized reasons
— the ultimate goal of EmoSync.
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6 Phase 3: End-To-End Evaluation

Now that EmoSync has been developed through Phases 1 and 2, we
conduct our main experiment with newly recruited participants to
explore their experiences with EmoSync when they encounter𝑀𝐴s
that they find difficult to empathize with. We decided to conduct
the study through an online survey since (1) an in-person study
might hinder genuine responses from the participants [56, 118] and
(2) diversity among participants matters for our study (detailed in
§9).

We first verify if the participants’ emotions get sufficiently closer
to target emotions upon seeing the personalized Analogical𝑀𝐴s.
After that, we explore the following main questions on the efficacy
of EmoSync in fostering empathy.

Q1. Does EmoSync help users empathize with those who experi-
ence the𝑀𝐴s that the users previously could not?
Q2. How does the personal resonance of Analogical𝑀𝐴 improve
users’ empathy to Original𝑀𝐴?
Q3. How does the perceived similarity between Original and Ana-
logical𝑀𝐴 improve users’ empathy to Original𝑀𝐴?
Q4. What are the users’ impressions of the underlying concept of
EmoSync?

6.1 Procedure

We recruited the users from Prolific. 60 users completed the Phase 3.
No one overlaps with the 41 users in Phases 1 and 2 whom EmoSync
has been designed upon. The Phase 3 (Evaluation) in Figure 3 shows
the overall procedure.

As the users are newly recruited, they firstly complete Data Sur-
vey and Analogy Survey (same as in Phases 1 and 2, respectively)
to bootstrap EmoSync with their personal information and generate
the Analogical𝑀𝐴s to be used in the following evaluation step —
Evaluation Survey. This is a new survey dedicated to explore the
end-to-end efficacy of EmoSync in multi-faceted empathy factors.
We will describe the details of Evaluation Survey in §6.2.

Following the ethical considerations written in §3.4, we divided
the experiment into two parts: Data Survey as the first part, and
Analogy Survey and Evaluation Survey as the second part, each
lasting up to 3 hours. Those who completed the first part were
compensated £18 (≈$24) on average. To encourage continued par-
ticipation, those who kept participating and completed the second
part received a higher average compensation of £24 (≈$32).

6.2 Evaluation Survey Design

Our Evaluation Survey contains the following tasks and question-
naires to evaluate the empathic efficacy of EmoSync.

6.2.1 Tasks. We aimed to simulate scenarios where EmoSync as-
sists in real-life communication. Suppose that a user has been told
(or has seen) that a person has experienced a specific𝑀𝐴. Unfor-
tunately, the user finds difficulty with empathizing with what the
person has felt upon the𝑀𝐴. EmoSync then offers the user a per-
sonalized Analogical𝑀𝐴 to help understand and empathize with
the target person.

To emulate this real-life process in a survey format, we first
present an Original𝑀𝐴 to participants and explain that a fictional
character, Foo, has felt very negative emotions upon that𝑀𝐴. Then

participants answer pre-questionnaires. Next, we present an Ana-
logical𝑀𝐴 generated by EmoSync along with the Original𝑀𝐴 and
explain that Foo given the Original𝑀𝐴 would feel the same way as
the participant does given the Analogical𝑀𝐴. This is analogous to
solving a problem (Original𝑀𝐴) alone and then with hints (Ana-
logical 𝑀𝐴). After that, participants answer post-questionnaires.
To encourage genuine responses, we assured participants that it is
not a moral test and instructed to answer honestly.

6.2.2 Questionnaires. The full structure and questions of the ques-
tionnaires are available in Appendix A.4 (Figure 12, Figure 13, and
Figure 14).We asked participants the followingpre-questionnaires:

• Empathy Measures to Original𝑀𝐴: To assess how the user pos-
sibly empathizes with Foo, we used 10 questions (7-pt scale each),
with 8 of them sampled from the Interpersonal Reactivity Index
(IRI) [42]. IRI is a tool to assess one’s level of empathy in four
subscales: perspective taking (PT), fantasy (FS), empathic con-
cern (EC), and personal distress (PD). PT and FS correspond to
cognitive empathy, while EC and PD correspond to affective em-
pathy. From each subscale of IRI, we selected two items that are
most applicable to𝑀𝐴 context and paraphrased them for survey
questions. The remaining 2 questions ask about Helping (HP)
to see if they felt an intent of support or intervention, based on
the literature that one’s recognition of responsibility to engage in
actions is often a sign of deep affective empathy or sympathy [31].
Table 6 lists the original questions on PT, FS, EC, PD, and HP.

After participants experience EmoSync, we asked the following
post-questionnaires:

• Empathy Measures toOriginal𝑀𝐴 (Same as in pre-questionnaires)
• Perception Measures: we asked 3 questions (7-pt scale & free-
form) to gain further insights into users’ experienceswith EmoSync.
These questions ask the degrees of (1) ‘Perceived Similarity’ be-
tween the paired vignettes, (2) ‘Personal Resonance’ of the Ana-
logical𝑀𝐴, and (3) ‘Empathic Aid’ of Analogical𝑀𝐴 to help the
user empathize with Foo’s emotional reaction to the Original
𝑀𝐴. On each question, the user is asked to answer their level of
agreement in 7-pt scale, and state the reason in free-form.

When participants are done with the above process with the 12
𝑀𝐴s, we explain to them the underlying concept of EmoSync. Then,
the exit questionnaires below are asked.

• Thoughts on the Effectiveness of the Concept (7-pt scale & free-
form)

• Perception Measures for Overall Analogical𝑀𝐴s
• Thoughts on Advantages or Disadvantages of the Concept (free-
form)

7 Results

In this section, we first outline the quantitative results from three
surveys: Data Survey, Analogy Survey, and Evaluation Survey.
Then we discuss the findings regarding each of the main questions
described in §6.

The results of Data Survey and Analogy Survey are obtained
from all 𝑁 = 60 participants. The results of Evaluation Survey

are obtained from 𝑁 = 57 as we had to rule out three (Pe04, Pe07,
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Table 6: Subscales and corresponding two questions

Subscale Questions

PT I find it difficult to see things from Foo’s point of view. (-)
I can understand Foo’s emotional reaction by imagining
how things look from their perspective.

FS I really get involved with the feelings of Foo.
I can imagine how I would feel if a situation similar to
the vignette were happening to me.

EC I have tender, concerned feelings for Foo.
I don’t feel very much pity for Foo. (-)

PD If I see Foo getting hurt while going through the situation,
I would remain calm. (-)
If I see Foo going through the situation in the vignette
and badly needing help, I would go to pieces.

HP If someone experiencing who has experienced a similar
situation to the vignette shares their problems with me, I
will offer emotional support.
If I witness a similar situation to the vignette, I will ac-
tively intervene.

and Pe18) who misunderstood some questions and provided re-
sponses based on different criteria. Comprehensive distributions
of the participants’ demographics and attributes are available in
Appendix (Table 12). Two researchers independently reviewed and
coded the free-form responses from Evaluation Survey to identify
qualitative results. We present the key themes that emerged from
the codes, along with representative quotes [132].

7.1 Overall Statistics

7.1.1 Analysis of Reactions to MA Scenarios (Data Survey). We
collected a dataset, namely Dataset2, of the personal information
of 60 participants and 2400 (= 60 × 40𝑀𝐴) emotion responses to
𝑀𝐴 vignettes. Figure 6b shows the heatmap of their 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑖𝑡𝑦

score which is similarly diverse compared to Dataset1 (Figure 6a)
in §4. These results once again highlight that emotional responses
to𝑀𝐴s vary widely across participants.

7.1.2 Emotion Responses to Analogical MAs (Analogy Survey).
Here, each participant is treated as ‘the user’ as per the convention
in §3.1 and Table 1. For each user𝑈 , we set up 12 tuples of (Original
𝑀𝐴𝑚𝑂 , target emotion 𝐸

𝑚𝑂

𝑇
) as in §5.2, where the matching Ana-

logical𝑀𝐴𝑚𝐴 are generated and applied to their own customized
Analogy Survey.

We analyzed the users’ responses to find how closely Analogical
𝑀𝐴s narrowed the emotion gap to the respective target emotions.
Table 7 summarizes the𝑚𝑒𝑎𝑛𝐴𝐸𝑖𝑡𝑒𝑚 and Δ𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑖𝑡𝑦, among the
user’s self-reported emotions to Original𝑀𝐴 (i.e., 𝐸𝑚𝑂

𝑈
), the user’s

self-reported emotions to each matching Analogical𝑀𝐴 (i.e., 𝐸𝑚𝐴

𝑈
),

and the target individual’s emotion to Original𝑀𝐴 (i.e., 𝐸𝑚𝑂

𝑇
).

Overall, the results with 𝑁 = 60 are in line with our pilot obser-
vations with 𝑁 = 10 (§5.2) in its trend and extent. The𝑚𝑒𝑎𝑛𝐴𝐸𝑖𝑡𝑒𝑚
between 𝐸𝑚𝐴

𝑈
and 𝐸𝑚𝑂

𝑇
is 2.00, which features a decrease (𝑝 < 0.001)

from the𝑚𝑒𝑎𝑛𝐴𝐸𝑖𝑡𝑒𝑚 between 𝐸
𝑚𝑂

𝑇
and 𝐸

𝑚𝑂

𝑈
being 2.39. We ob-

serve a similar tendency in the Δ𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑖𝑡𝑦, that 𝐸𝑚𝐴

𝑈
− 𝐸

𝑚𝑂

𝑇
and

𝐸
𝑚𝑂

𝑇
− 𝐸

𝑚𝑂

𝑈
are −0.63 and 1.80, respectively, indicating that the

emotion gap in terms of 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑖𝑡𝑦 score [171] has been narrowed

(a) Dataset1 in Phases 1 and 2 (Design)

(b) Dataset2 in Phase 3 (Evaluation)

Figure 6: Participants’ Emotional Reactions to 40 𝑀𝐴s.

𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑖𝑡𝑦 score from 1 to 7.

by 3 times closer (𝑝 < 0.001). Thus, it adds much empirical evi-
dence that strengthens our conjecture — showing a personalized
Analogical𝑀𝐴 to the user would likely narrow their emotional gap
to the target individual who saw Original𝑀𝐴.

7.1.3 Empathy Measure (Evaluation Survey). We analyzed the
users’ responses (𝑁 = 57) on Empathy Measure, i.e., the scores
per IRI subscale (PT, FS, EC, PD) and HP2. Each subscale score is
obtained by taking the mean of 7-pt scale scores of the element
questions in respective subscale. Below, the statistical significance is
denoted as follows. ∗ : 𝑝 < 0.05, ∗∗ : 𝑝 < 0.01, ∗∗∗ : 𝑝 < 0.001, ∗∗∗∗ :
𝑝 < 0.0001 (Mann-Whitney U test).

After the participants experienced EmoSync, Empathy Measure
to Original 𝑀𝐴s are increased in the subscales of FS (4.386 →
4.515∗∗∗), EC (4.360 → 4.461∗), PD (3.198 → 3.258), and HP
(4.559 → 4.702∗∗∗), where FS, EC and HP being significant. Given
FS and EC representing affective and cognitive empathy, respec-
tively [42], and HP implying a sign of deeper affective empathy [31],
it is believed that the EmoSync setup would have modestly facili-
tated their empathy.

To examine the relationship between participants’ intrinsic ca-
pacity for affective empathy and the effects of EmoSync, we divided
the participants into high and low halves based on their EES scores
and conducted the same comparison. In the high half, increases
were observed in PT, FS∗, EC∗, PD∗, and HP∗∗. The low half showed

2Interpersonal Reactivity Index (IRI), its subscales, and acronyms are introduced in
§6.2 and Table 6.
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increases in FS∗, EC, PD, and HP∗. That is, both groups show in-
creases but the subscales with significance are fewer in the lower
half. These results suggest the effectiveness of EmoSync may be
amplified by a person’s intrinsic empathy capacity, and it still en-
hances cognitive empathy and the willingness to help even among
those with relatively lower empathy abilities.

7.1.4 Perception Measure (Evaluation Survey). Figure 7 depicts
the scores of the users’ responses to 3 Perception Measure ques-
tions3 in post-questionnaires (7-pt scale). The distributions indicate
that positive responses outweigh in all three questions, while the
Empathic Aid exhibits a mild bimodal trend. Personal Resonance
was the highest among the Perception Measure. We will discuss
detailed qualitative findings in the following subsections.

Table 7: Phase 3 comparison

𝑚𝑒𝑎𝑛𝐴𝐸𝑖𝑡𝑒𝑚 Δ𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑖𝑡𝑦

**
*

��𝐸𝑚𝑂

𝑇
− 𝐸

𝑚𝑂

𝑈

�� 2.39 𝐸
𝑚𝑂

𝑇
− 𝐸

𝑚𝑂

𝑈
1.80

***

��𝐸𝑚𝐴

𝑈
− 𝐸

𝑚𝑂

𝑈

�� 1.60 𝐸
𝑚𝐴

𝑈
− 𝐸

𝑚𝑂

𝑈
1.17��𝐸𝑚𝐴

𝑈
− 𝐸

𝑚𝑂

𝑇

�� 2.00 𝐸
𝑚𝐴

𝑈
− 𝐸

𝑚𝑂

𝑇
-0.63

*** : 𝑝 < 0.001 (Wilcoxon signed-rank test).

Figure 7: Perception Measure question scores

7.2 Effectiveness of EmoSync (Q1)

The quantitative results above imply that participants’ empathy lev-
els to Original𝑀𝐴s are increased after applying EmoSync (§7.1.3).
To deepen our answer to Q1, we analyze the participants’ free-
form responses to explore how EmoSync helped participants to
empathize with Original𝑀𝐴s.

7.2.1 Experiencing Foo’s emotions. In qualitative analysis, we found
many participantswere able to experience Foo’s emotions through

the AnalogicalMA. For example, Pe49 initially did not view the
Original 𝑀𝐴 negatively, but after reading the Analogical 𝑀𝐴, he
could empathize with Foo’s feelings toward the Original𝑀𝐴. (“The
new vignette definitely makes me angry at the people who are mak-
ing those assumptions. (...) I originally didn’t really think it was all
that negative of a situation, but after reading the new one, I’m more
inclined to have those feelings about the original one.”). Pe03 realized
that Foo would feel insulted as she would in the Analogical𝑀𝐴: “So
if I am in the situation, I will be insulted. I understand how Foo would
react to this situation now”. Pe32 related the Analogical𝑀𝐴 to her
as an older worker, getting feelings of ‘assumed useless’ in common
with Foo: “As an older worker, I can feel what she is feeling as we are
often overlooked as an older worker. Many people do not understand
3The list of Perception Measure questions are available in Appendix (Figure 13).

that and assume we are useless. I feel that similar assumptions were
made in both situations. One was based on sex and the other on age. I
can relate to the feelings that the situations bring out (...)”

7.2.2 Putting themselves in Foo’s position. Participants responded
that the AnalogicalMA helped imagine themselves in Foo’s

position. Pe41 mentioned that the Analogical 𝑀𝐴 was helpful
in fostering empathy for Foo as it allowed her to picture herself
experiencing the Original 𝑀𝐴: “Even though I have a lot of loved
ones who are LGBT, I am not part of the community myself, so even
though I support LGBT people and consider myself an ally to them,
I don’t think I could truly see myself in the situation when I first
read it, making me feel not as sympathetic as I do now that I have
read the second vignette and been better able to imagine myself in
that situation”. Pe05 understood Foo’s perspective by viewing both
vignettes together: “This helps illustrate how individuals like Doe
or Foo might feel when faced with conversations or environments
that emphasize socioeconomic status or educational background as
markers of worth or sophistication”. Pe60 noted that the Analogi-
cal 𝑀𝐴 provided valuable context supporting Foo’s perspective:
“By outlining prejudice targeting attributes tangential to the essence
of a person, it aids mirroring elements that understandably incited
strong emotion over both depictions of discrimination. In this way, the
addition effectively supplements perspective”.

7.2.3 Better understanding Original 𝑀𝐴. Furthermore, some par-
ticipants reported that the AnalogicalMA helped them better

understand the Original MA ( Pe03: “Earlier I said the first vi-
gnette is not an insult. But putting these two together changes how I
understand it.”, Pe50: “It sounds like the second vignette is the contin-
uation of the vignette.”). Pe55 noted that the Analogical𝑀𝐴 made
her aware of the subtle discrimination present in the Original𝑀𝐴:
“It shows why the first situation is so upsetting, because it is dimin-
ishing her knowledge in her field because of her gender. It shows how
sometimes the discrimination is not always direct”. Pe16 observed
common patterns when considering the Original𝑀𝐴 and Analogi-
cal𝑀𝐴 together: “Within the lone context of the original vignette I
didn’t realize how impactful the situation might be. (...) However, it
occurred to me after the new vignette that there could be a pattern
of these occurrences that happen to someone and taken together this
continuous failure to accommodate their needs of someone can be
very damaging”.

7.2.4 Limitations. Some participants expressed negative opinions,
mainly that the OriginalMA and Analogical MA were not sim-

ilar. This could be due to differences in how participants identified
similarities (to be detailed in §7.4) or limitations in how the LLM
generates the Analogical 𝑀𝐴. Pe29 felt the Analogical 𝑀𝐴 more
harmful than the Original𝑀𝐴: “Being angry about the new vignette
(...) makes the rage of looking at the original vignette incomparable.
It’s not even close. I’m still angry thinking about it that I couldn’t
care less about the other thing which is, arguably, less harmful.”. This
issue seems to arise when a strong target emotion is set for a subtle
Original 𝑀𝐴, leading the LLM to create Analogical 𝑀𝐴 more ex-
plicit. There were also cases where the LLM did not fully capture

the participants’ emotional responses due to the insufficient

information available. Pe09 mentioned she frequently encoun-
ters situations similar to the Analogical 𝑀𝐴 in her life but does
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not consider as undesirable: “My name is in Spanish and my accent
clearly tells people I’m a foreigner, but they can’t quite place me be-
cause I’ve picked up bits of American accents and from my husband.
The questions are annoying, but I understand the curiosity and don’t
see it as a slight.” We consider this issue stems from the limitations
of the current prototype’s implementation. We discuss more details
in §9.

7.3 Influence of Personal Resonance (Q2)

7.3.1 Connecting participant and Foo’s emotions. We observed that
Personal Resonance played a key role in connecting the emotions
of the participant and Foo. Pe19 deeply empathized with a deaf
person who saw a disclaimer on DVD that the special features ‘may’
lack subtitles, drawing from her own experience of accessibility
hardship: “I was in a wheelchair for a few months. It was the hardest
thing I had ever done. (...) I had issues buying groceries, getting around,
and visiting friends. ‘Normal’ people have no clue how hard life can
be when you can’t see, hear, or walk (...) The original vignette can
be seen as a minor inconvenience to the disabled person. They would
be more than likely to find the movie they want with a subtitle. (...)
This would be embarrassing, tiring, and disheartening.” Pe22 recalled
her own experiences through the Analogical 𝑀𝐴, extending her
emotions at that time to genuinely care for Foo: “New one resonates
with me as I have experienced it once in the past during one of our
office farewell events where I had encountered the same exact behavior
from others and that made me feel left out and very disappointed. (...)
The new vignette effectively aids in empathizing with Foo’s emotional
reaction negatively as this will be very disappointing for her due to
the racial discrimination that she experienced during this event. (...) I
feel bad for such an experience that one has to go through.”

These results imply that Personal Resonance users felt with the
Analogical𝑀𝐴 extends to the other person’s experience, contribut-
ing to the essential goal of EmoSync: fostering affective empathy
even between individuals from entirely different backgrounds.

7.3.2 Helping uncover hidden messages. Participants discovered
messages in Original𝑀𝐴 that they previouslymissed, based on their
Personal Resonance with Analogical𝑀𝐴. Pe08 : “I found it (Original
𝑀𝐴) hard to understand if the person was truly being malicious
or just commenting on how young the professor looked, now that
I’ve compared them side by side it is easier to see how the person’s
comments could affect X (MA receiver in the Original𝑀𝐴), making
them feel like they don’t look ‘right’.” Pe16 realized the potential
impact of the Original 𝑀𝐴 through the Analogical 𝑀𝐴: “Having
heard and feared of judgment from others due to similar thoughts
expressed in the new vignette about the futility of success without
formal higher education is something that I can relate to personally.
(...) The new vignette helped me realize that the criticism being lobbed
by the classmate has the effect of excluding others. It denies others the
opportunity to succeed (...)”

This suggests that when participants felt Personal Resonance
with a situation, it captured their attention, leading them to interpret
the situation more deeply. Viewing a situation that resonates with
their own experiences helps participants gain a more nuanced
understanding of others’ experiences, ultimately fostering empathy.

7.3.3 Personal Resonance & Perceived Similarity Go Together. User
responses to the Perception Measure questions indicate that Per-
sonal Resonance scores positively correlate with Empathic Aid
scores, albeit the correlation being weak (Spearman’s 𝑟 = 0.3,
𝑝 < 0.001). This suggests that a highly-scored Personal Resonance
with an Perception Measure might not warrant empathy depending
on other factors, such as Perceived Similarity showcased in §7.2.4
and §7.4. A typical example is Pe55: “As someone with multiple men-
tal illnesses, this strongly resonates with me. (...) I don’t think the two
situations are really related at all. Therefore I do not think the new
situation is a good support for the original.”

7.4 Influence of Perceived Similarity (Q3)

Perceived Similarity showed a strong positive correlation with Em-
pathic Aid (Spearman’s r=0.65, 𝑝 < 0.001). Supporting this, many
participants who found empathy attributed it to the “similarity” of
two situations — e.g., Pe43: “I believe the new vignette effectively
aids in empathizing with Foo because it illustrates a similar theme of
facing unfair assumptions and prejudice.”, Pe14: “I agree that the new
vignette effectively aids in empathizing with Foo because it shows a
good link between the two vignettes.” These findings suggest that
Perceived Similarity acts as a kind of bridge, enabling users to ex-
tend the Personal Resonance they felt with the Analogical𝑀𝐴 to
the Original𝑀𝐴.

Notably, empathy was particularly enhanced when they found
the core discriminatory message running through both vignettes.
Pe57: “I strongly agree that the new vignette effectively aids in em-
pathizing with Foo’s emotional reaction to the original vignette. While
the scenarios may differ, both depict instances of individuals facing
stereotyping and prejudice based on their ethnicity or appearance.”,
Pe51: “I firmly believe that both the original and the new vignette
share commonalities. Each depicts instances of racial prejudice and
stereotyping rooted in appearance or background.”

In contrast, when participants identified commonalities but found
them to be of little help for empathy, it was often the cases that
they outweighed apparent differences, such as the category (Pe10:
“I feel like these two stories are a little different. In fact one is about
sexism and the other is about racism.”) or circumstances (Pe54: “The
contexts are different. One is a conversation about politics, and the
other is about a project at work.”). In some cases, they focused on
the intent of the speaker (Pe29: “The first one has no ill will. (...) but
the latter was intentional in trying to cut Doe down.”).

These results suggest that for EmoSync to effectively foster deep
affective empathy, both Personal Resonance and Perceived Similar-
ity matter. In other words, EmoSync works most effectively when
it simultaneously engages the user emotionally and facilitates cog-
nitive understanding.

7.5 Overall Impression of EmoSync (Q4)

Figure 8 depicts the users’ responses to our exit questionnaires4,
showing positive responses are dominant in all distributions. In
particular, the agreement to the concept of EmoSync (5.07) indicates
a generally positive impression of the EmoSync concept. Results
of Perception Measure for overall Analogical 𝑀𝐴s showed a trend
similar to that observed in the post-questionnaires (§7.1.4). Based
4The list of questions are available in Appendix (Figure 14).
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Figure 8: Participants’ overall impression

on qualitative analysis of the participants’ free-form responses, we
report their perceived effectiveness and concerns regarding our
novel empathy concept and EmoSync. Those overlapping with the
ideas discussed in §7.2 through §7.4 have been excluded.

7.5.1 Expanding Empathy Beyond One’s Experience Space. A key
strength of EmoSync that participants noted was its ability to ex-
tend users’ empathy to experiences beyond their personal lives.
Pe16 highlighted the difficulty to comprehend perspectives vastly
different from our own, remarking that EmoSync could address
this challenge by offering vignettes that users can easily relate to,
juxtaposed with less familiar situations, as “It creates a path for
understanding and ultimately empathizing with others’ experiences.”
This high-level idea is exemplified by Pe27, who identified herself as
bisexual: “I believe that these new scenarios helped me put things into
perspective that I usually wouldn’t. Like the albino vs the bisexual. I
didn’t think I could empathize because my skin will always be a little
darker than conventional, and I was never told to change it. However,
the bisexuality put it into perspective for me, about how these harmful
stereotypes can be generally uncomfortable and unwelcome.” Pe42
shared “I feel that if you’re not able to understand how a gay person
might feel, but you out an example using a similar example using
race it helps to understand the situation more”. It appears that our
novel concept of enhancing empathy by generating and juxtaposing
a personalized analogy and EmoSync extend empathy to various
contexts by highlighting the shared emotions that are fundamental
to a wide range of experiences.

7.5.2 Encouraging Reflection and Deepening Understanding. There
was evidence that EmoSync not only fosters empathy temporar-
ily but also encourages users to reflect deeply on their original
thoughts, expanding their understanding of diverse experiences.
Pe31 remarked that EmoSync helped change her own perspectives
to Original𝑀𝐴s, stating, “I changed my viewpoint on many of these
vignettes and it really did in the end help me change my perspective
and empathize with Foo, and these vignettes. I got better context and
new ideas, a new light in how to properly understand the situation”.
Pe40 highlighted: “[EmoSync] enhances our ability to empathize and
promotes a deeper understanding of the impact of assumptions and
stereotypes (...) by putting ourselves in the shoes of the individuals
involved and better understanding their emotional reactions.” He
further emphasized: “(...) helps us develop a more comprehensive
perspective and fosters a greater sense of empathy and inclusivity”.
These results imply the potential effects of EmoSync in promoting
lasting cognitive and emotional engagement, not limited to eliciting
immediate empathetic responses.

7.5.3 Calling for better usable designs and real-world systems. Some
participants wanted a more immersive setup beyond a survey form;

Pe36: “I think if Foo was an actual person that I was physically talk-
ing to I would maybe have more empathy in the situations.” Some
participants noted inconvenience with reading two vignettes si-
multaneously. Pe48 also expressed concern about a possible misuse
case — i.e., newly introducing an intense emotion on top of an
already strong one (“In the wrong context, they could be used to fuel
or rage-bait you if you already feeling strongly for one situation and
a similar one happens that’s much worse so then you stack those
feelings on that injustice further reinforcing your opinion.”).

From these insights, we identified design requirements for EmoSync
when it is integrated with real-world applications, e.g., finding the
proper timing to trigger EmoSync and naturally delivering analogi-
cal experiences during real-time communication. Considering this,
we illustrate the possible applications of EmoSync in §8.

8 Possible Applications and Extensions

8.1 EmoSync in Real-World Applications

Primary applications where EmoSync could be directly adopted
and beneficial would include online chat or social networking plat-
forms, given the ease of access to offensive posts and computa-
tional moderation. Figure 9 imagines an example application of
EmoSync in online chat. If Bob is about to send a message that
may unwittingly upset Alice, the system may intervene with a
tailored analogy, helping Bob rethink. On our local GPU server
(AMD EPYC 7513 CPU, 512 GB main memory, 4× GPUs of Nvidia
6000 Ada with 48 GB memory each), generating a single Analogi-
cal 𝑀𝐴 with Mixtral-8x7B-Instruct-v0.1 took approximately
two minutes. However, in platforms such as online chat where
real-time communication is essential, it would be necessary to
adopt faster models or various compression techniques [32, 151]
to enable seamless interactions. Additionally, careful tuning of the
moderation policies of the model is critical to balance between
allowing flexibility for appropriately steered negativism and pre-
venting explicit attacks in generating MA scenarios. In our exper-
iments, for instance, Llama2-13B refused to generate Analogical
𝑀𝐴s, responding with “It’s not appropriate to make assumptions
about someone’s identity based on their race. . . ”, which led us to
adopt Mixtral-8x7B-Instruct-v0.1 instead (see Appendix A.2).
While it served our purpose without deviating from the extent
of ‘aggression-for-good’, we acknowledge that a more sustainable
way will be to develop and implement a well-tuned moderation
policy specifically tailored for EmoSync. Complementarily, 𝑀𝐴-
generation prompts may also incorporate jailbreak strategies such
as role-playing [37, 155] to help guide the LLM. In such cases, it is
important to ensure the LLM that EmoSync’s generated content is
intended to facilitate understanding rather than serving malicious
intentions.
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Furthermore, EmoSync in real SNS or chat platforms could
leverage the existing user data to expedite user profiling. Current
EmoSync poses some entry bar as it requires a nontrivial profiling
step of a user via EmoMA questionnaires and Questionnaire for
Personal Characteristics. Integration with existing social platforms
would greatly ease this step, as simple as retrieving necessary in-
formation from databases. Additionally, while EmoSync required
emotional responses to vignettes to identify situations where em-
pathy is needed, it would be possible to automatically determine a
situation where a user is likely to react sensitively, based on accu-
mulated chat logs, SNS likes, and other logs on the platform [76].

8.2 Extensions beyond One-on-One

EmoSync is potentially utilizable beyond one-to-one interactions.
It can be applied across various forms of mass media serving one-
to-many scenarios, such as news [117], pro-social campaigns [165],
and advertisements [112], as well as platforms to facilitate a con-
sensus [79, 169]. For example, EmoSync would enable personalized
reflection upon one’s posting a comment to a news article. As
the audience of the comment is unknown at posting time (unlike
one-on-one chats), it would be effective to load multiple preset
personas representing the likely audience for the news, and deter-
mine possible offense to one or more personas. There have been
studies leveraging LLMs to generate multiple personas to simulate
diverse reactions to a single issue. For example, one study enabled
on-demand feedback by allowing users to set a desired persona as
the reader of their draft [19], while another simulated interactions
within a community by creating diverse personas [116]. Similar to
these prior studies, by simulating personas with diverse perspec-
tives, it would be possible to detect potential harm and generate
personalized analogies accordingly. In a news platform, for instance,
users’ prior like/dislike reactions to news comments could serve
as contextual information similar to that of 𝑀𝐴. However, infer-
ring emotions for a large audience faces a scalability challenge
of balancing cost and accuracy. To address this, it is essential to
carefully regulate the amount of context information provided for
each persona. Based on our study, we suggest room for tradeoff on
the volume of emotional reactions to𝑀𝐴 scenarios (EmoMA) as 1)
it accounts as large as 70% of the input prompt, and 2) our results
in Figure 4 indicate that downsizing the EmoMA impacts the accu-
racy at a fractional rate. Efforts such as experimentally identifying
the cost-accuracy-optimal amount of data would be necessary for
efficient querying. If a persona likely to experience negative emo-
tions is detected, an analogical comment could be generated and
returned to the original commenter to promote empathy.

Suppose a news about a queer festival. A reader is about to
unwittingly post a comment “Why do queer festivals have to be in
crowds? Why not just have them somewhere quiet?” Although this
reader may not have been aware enough, the agent may analyze
possible offenses to various audience groups and nudge her with a
personally generated analogy “Why would a pregnant woman take
public transportation? It’s easier for everyone if she drives.” so she
might think twice.

EmoSync could be also effective in conveying pro-social mes-
sage, such as fundraising for hunger or anti-smoking campaigns.
Although those are intended to touch people’s hearts, one may

find it detached from them depending on their circumstances. We
could automatically create multiple versions of campaigns or ads
each of which personally resonates with a particular group for the
emotional appeal the copywriter wants to convey.

8.3 Extensions beyondMAs
The current version of EmoSync serves as a proof-of-concept for
generating analogical scenarios, validated through an online survey
with respect to the 𝑀𝐴 domain. Our ultimate aim is to integrate
EmoSync into a service that facilitates empathy in person-to-person
communication by resolving individual differences in understand-
ing diverse situations. This is not limited to a situation evoking
negative emotions such as aggression; it may offer an affective
resolution to various situations where individual differences collide,
such as intercultural or intergenerational disagreement.

As globalization brings people from diverse cultures to live to-
gether [14], people often find it difficult to understand each other
due to cultural differences. For example, Jake, who was born and
raised in United States, might not understand his roommate Minho,
who was born and raised in Korea, saying “Tteokbokki reminds me
of my childhood.” In this situation, Jake may better empathize with
Minho’s nostalgia if EmoSync steps in and nudges Jake saying,
“To Minho, tteokbokki is like peanut butter and jelly sandwiches to
you — a comforting reminder of afterschool memories with friends.”
EmoSync could also help bridge various conflicts stemming from
globalization-driven differences in lifestyles and values, e.g., priori-
tizing work over sleep [84] or individuals over communities [79].

EmoSync would be useful to bridge intergenerational gaps [74,
75]. Imagine a father who does not understand his daughter say-
ing: “Watching Netflix is the happiness of my life.” What if EmoSync
could step in and say to him, “You used to be obsessed with car-
toons when young. Your daughter loves Netflix just as you did.” It
could save them a lot of unnecessary conflict and give them a com-
mon ground to initiate a conversation. In similar spirits, EmoSync
may help empathizing with children, due to differences in develop-
ment states [63, 64], individual interests [61, 62, 65], or perception
gaps [80, 167].

When extending EmoSync to other domains, it is essential to con-
sider domain-specific prerequisites such as which data to be used
as a source and how to mitigate inherent biases embedded in LLMs.
First, identifying sources for affective response data tailored to the
target domain is a critical consideration. Popular movies or books
from different periods or cultures could be leveraged to develop
emotion response datasets that capture the unique responses from
them. Second, special attention must be given to stereotypes or
biases [110, 148] embedded in LLMs. For example, in our work, we
replaced the characters’ names in the SelfMA dataset with neutral
alternatives, i.e., Doe and Foo, as the original names could intro-
duce cultural or gender biases [156]. We also extracted only factual
content of the original scenario to minimize bias (Section 3.3). De-
spite these efforts, some biases still remained. Software developers
frequently appeared in the generated examples, leading us to spec-
ulate that the use of the name “Foo”, which is commonly used in
programming contexts [88], might have introduced bias into the
generated content. Several studies have demonstrated that modern
LLMs exhibit ageism, such as evaluating youngmore positively than
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…

Age: 31
Race/Ethnicity: White
Personality
…

Alice
Age: 27
Race/Ethnicity: Asian
Personality
…

Bob

Wow, you’re so beautiful! Why are you still single?

Hey, upon receiving your message, Alice might feel similar to what you are feeling when 
heard, “Why haven’t you been promoted, despite your master’s degree?” 
Would you like to send your message?

Figure 9: Example usage scenario of EmoSync in chat applications

old [72]. Additionally, it is well known that most LLMs are heavily
trained on English data representingWestern perspectives [44, 111].
Directly applying models with such cultural biases in intercultural
contexts, or those with age-related biases in intergenerational con-
texts, might result in inappropriate outputs, potentially worsening
the issues at hand. Therefore, it is crucial to review various bias
benchmarks [108, 164] relevant to the target domain to identify a
fair model or effectively leverage prompting techniques [138] to
guide the model toward fairer generation outcomes.

8.4 Extensions beyond Text Modality

While the current EmoSync generates textual content using LLMs,
it can be extended to various modalities. With advancement of mul-
timodal generative models [2, 121], high-quality generated content
in images, audio, or video, instead of or in addition to text descrip-
tions of a situation, could further facilitate emotional responses
from people.

The delivery methods for the generated analogical messages can
also be diversified. Earables [36, 83, 123] would enable an unobtru-
sive personal assistant in face-to-face settings. It could leverage
mediums such as AR [145], smart speakers [30, 122], ambient dis-
plays [34, 150, 166], or ubiquitous robots [73] to detect and assist
in various situations where empathy is needed in everyday life.

9 Discussion

9.1 Limitations in Experimental Setup

Our research is limited in methods as the studies were conducted
through online surveys. Although we agree that a direct one-on-
one format may better foster empathy, we made it in online sur-
veys for two reasons: (1) given the sensitive nature of our theme,
keeping participants anonymous would more likely elicit honest
responses [56, 118], and (2) online surveys are advantageous to di-
versify the participants, which is integral to signify the𝑀𝐴-unique
challenges. Due to our institution’s geography, in-person partici-
pants would be of limited diversity in their demographics.

One may see the volume of our study (3-phased study with 101
individuals, where each participant responded to a total of 40 – 64
𝑀𝐴 samples) is small for online surveys. We clarify that our survey
volume was carefully tuned following the ethical considerations
(detailed in §3.4). As we split the survey into multiple days to regu-
late participants’ mental workload, we encountered a considerable
number of drop-outs in the middle which rendered the earlier re-
sponses and expenses sunk. The total expense for the 3-phased
study was more than $8,700, and this will grow proportionally with
more recruited. We believe our study showcased a premiere of our

concept empirically despite practical costs. We anticipate that this
study may shed light on justifying the investment for larger studies
in the future.

9.2 Disparity between Concept and

Implementation

Another limitation is the disparity between concept and implemen-
tation, as some participants pointed out the irrelevance of Analogi-
cal𝑀𝐴s to themselves or the dissimilarity between Original 𝑀𝐴s
and Analogical𝑀𝐴s (§7.2.4). In the following sections, we examine
the possible causes of this issue and suggest practical guidelines to
mitigate them.

9.2.1 Lack of information. Fundamentally, the issue may lie in the
lack of sufficient personal information necessary to fully understand
and interpret the nuanced emotional responses of individuals. This
constraint was unavoidable due to (1) the method of self-reporting
and (2) the token limit of LLM. To mitigate the former, EmoSync
may interwork with pervasive sensing systems [100, 162], expand-
ing the information pool related to one’s emotional reactions in
daily life. The latter would be a transient issue as the context win-
dow of LLM is growing. We highlight that, despite the currently
limited implementation of EmoSync, it has demonstrated multiple
promising findings and many participants testified its efficacy for
empathy.

9.2.2 LLM Hallucinations. Another issue might arise from the in-
herent limitations of LLMs, particularly the phenomenon known
as “hallucinations,” where LLMs produce responses that are un-
faithful to their source [67]. While active research aims to mitigate
hallucinations, the criteria for identifying them vary across tasks,
necessitating further exploration in diverse applications.

EmoSync must balance two key aspects: leveraging sufficient
imaginative capability to create diverse Analogical𝑀𝐴s based on
limited information, while minimizing the risk of hallucinations
that might lead to incorrect analysis. This balance is particularly
difficult to achieve, as imagination and hallucination are inherently
correlated in LLMs [45]. To address this, we adopted a rigorous hu-
man validation process throughout the iterative prompt design in
Phase 1 and the pilot experiment in Phase 2. Although most of our
results showed reasonable Analogical𝑀𝐴s, it is imperative to ana-
lyze the impact of hallucinations on system usability as completely
eliminating them still remains unlikely.

We identified four types of hallucinations by analyzing LLM-
generated reasoning on analogy-creation processes (Table 8). Among
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Table 8: Major Types of Hallucinations

Type Description Example

Wrong analysis of emo-
tional patterns

Incorrectly interpreting partici-
pants’ emotional response pat-
terns based on EmoMA.

- Mistaking emotion categories for Big5 traits, e.g. “(...) higher scores in agree-
ableness and conscientiousness.”
- Concluding that the participant has a generally moderate emotional tendency
based only on low-emotional responses among diverse samples.
- Concluding that ‘worried’ scores were generally high, despite the majority
being low.

Mismatched rationales
and Analogical𝑀𝐴

Analogical𝑀𝐴 is unrelated to the
context information analysis or
conflicts with it.

- An𝑀𝐴 incorporating racial bias was analyzed as effective, but the generated
Analogical𝑀𝐴 was entirely unrelated (e.g., reflecting bias toward a ‘technical
field’ background).
- Predicted irrelevance to social situations based on low extroversion traits, but
the Analogical𝑀𝐴 described a social gathering scenario.

Unexpected context in-
jected to Analogical𝑀𝐴s

Adding specific contextual details
unforeseen in the given context in-
formation for Analogical𝑀𝐴.

- Introducing unforeseen details like ‘Law firm’ or ‘Marketing strategy’ to
depict𝑀𝐴s ignoring expertise.

Unnatural or illogical Ana-
logical𝑀𝐴s

Analogical𝑀𝐴 itself is unnatural
or lacks logical coherence between
events.

- Unnatural and blatant situations, e.g., a colleague stealing credit at work
without any context, or overtly racist remarks made during a business meeting.
- Situations involving ethnic prejudice at gatherings of people from the same
ethnic background.

these, two had a notable tendency to negatively influence the per-
ception of participants. Wrong analysis of participants’ emotional
response patterns occasionally happened due to the high complexity
and dimensionality of this task. This led to issues in generating
Analogical 𝑀𝐴 that evokes emotion similar to the Original 𝑀𝐴,
resulting in lower Perceived Similarity and Empathic Aid among
participants. Unnatural or illogical Analogical𝑀𝐴s occurred rarely,
but they were directly noticeable to participants and negatively
impacted their overall perception of the system.

The other two types of hallucinations showed mixed effects.
Interestingly, the Unexpected context injected into Analogical𝑀𝐴s
influenced participants’ Personal Resonance positively or nega-
tively depending on the situations. For example, in some cases,
additional context made the Analogical 𝑀𝐴 feel like a “lived ex-
perience,” enhancing Personal Resonance. In others, the lack of
personal relevance, such as participation in a “professional devel-
opment workshop,” led to reduced Personal Resonance.

These issues may have been partly attributable to the way we
conducted the experiment. To facilitate efficient iterative testing,
we employed one-shot inference for the end-to-end steps for the
Analogical 𝑀𝐴 generations, i.e., analysis of context information
(EmoMA, Big5, VLQ, Demo and target emotion) and creation
of Analogical 𝑀𝐴s. However, this approach inherently resulted
in lengthy input prompts and responses, which might exacerbate
the risk of information mixing or internal conflicts in the outputs.
Additionally, the single-prompt design enforces the use of a fixed
set of hyperparameters across successive steps. This likely con-
strained the performance of individual steps, occasionally resulting
in inaccurate reasoning or unnatural Analogical𝑀𝐴s.

Tomitigate these hallucinations in real-world applications, adopt-
ing task-specific prompts, as applied in recent studies [47, 115],
could be beneficial. For example, setting lower temperature for
robust information interpretation tasks while setting it higher for
tasks generating diverse Analogical𝑀𝐴s. Additionally, instead of

generating arbitrary context, leveraging Retrieval-Augmented Gen-
eration [50] could enhance personal resonance by incorporating
user-relevant details.

While these measures may not entirely eliminate hallucinations,
they align with ongoing research in this field. Future research could
explore advanced prompting techniques to enhance system stability
and reliability.

9.3 Potential Adversarial Concerns

Emotional Impacts. Despite the participants’ high appreciation of
resonance, we acknowledge the possibly hurtful effects of EmoSync
due to its nature of creating a𝑀𝐴. Tominimize this, we designed the
situations from a third party’s (Doe) perspective for the prototype.
Participants’ responses indicate very few felt attacked on them.
However, when EmoSync becomes a real service, there should be
a reliable moderation logic to prevent a traumatizing or overly
aggressive situation. For example, the LLM would provide a fuller
explanation with a rationale generated, e.g., this is not a direct
attack but rather a way to persuade by an analogical situation.

Privacy issue needs to be addressed carefully for real-world ap-
plications of EmoSync. In order to create personalized Analogical
𝑀𝐴s, it needs to understand which information an individual reacts
sensitively — highly sensitive private information. Therefore, we
should take measures to protect this information by ensuring that it
is only used internally within the system when needed for creating
𝑀𝐴, and to prevent it from being exploited in any harmful manner.

PossibleMisunderstandings of issues.Generating an Analogical
𝑀𝐴 often changes the nature of stereotype or discrimination in the
Original𝑀𝐴, e.g., a gender stereotype into a racial one. We clarify
that such a change does not (and should not) mean that sexism and
racism are the same. Despite analogies being routinely practiced
in our daily lives [17], we do not mean two problems are equal,
either. The situations around𝑀𝐴 are very nuanced, and the feelings
around them often do not flow as-is through different individuals.
Our rationale in taking an analogy is to acknowledge the difference
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but open a canal to convey affective feelings between individuals.
We will discuss the detail in §9.4.

9.4 Critical Framing of EmoSync in HCI

Empathy Research

Empathy has been regarded as a crucial element in the HCI domain,
facilitating the understanding of others’ experiences and enabling
more human-centered design. A large body of these studies has fo-
cused on experiential routes of inducing empathy, such as “putting
oneself in another’s shoes” [51]. While the effectiveness of such
methods has been validated by numerous studies [13, 16, 59, 82],
debates on their limitations have recently emerged.

A critical concern is that empathy-inducing technologies through
conveying others’ experiences might inadvertently exclude their
lived experiences. This concern is particularly prominent in em-
pathy for marginalized or disabled communities. Bennett and Ros-
ner [20] criticized empathy practices such as disability simulation
techniques, arguing that designers often focus on their own indi-
rectly experienced perspectives rather than the actual lived experi-
ences of individuals with disabilities. This phenomenon, referred
to as the “empathy trap [163],” underscores the inherent limitation
that the presented experiences are inevitably filtered through the
interpreter’s own experiences and thoughts [38, 87]. This could lead
users to oversimplify or misunderstand the target’s experiences.

In this light, EmoSync aimed to tackle these challenges by fo-
cusing on the “shared emotional commonalities” between the tar-
get and the empathizer. Besides presenting the targets’ experi-
ences as they are, EmoSync provides personalized analogical expe-
riences that reflect the emotional reactions of targets. This analogy-
based approach may help users not misunderstand or misjudge
other’s feelings solely through their own perspectives. Nevertheless,
given that EmoSync is founded on the studies of empathy-building
through experiential methodologies, it is unlikely to avoid the afore-
mentioned critiques entirely. For instance, emphasizing similarities
between two distinct experiences risks creating the illusion that the
two experiences are identical. This oversimplification may trivialize
the issue or reinforce stereotypes. Additionally, there is a need to ac-
knowledge that analogy-based empathy might bypass or diminish
the process of thoroughly understanding the other’s experiences by
themselves. Therefore, when using EmoSync’s analogy-based ap-
proach to foster empathy, it is important to ensure that the essence
of the original experience remains intact. Balancing the visibility
of the analogical and original experiences can help users identify
commonalities while also appreciating the differences. A previous
study aimed at enhancing intergenerational communication found
that juxtaposing two semantically symmetric photos naturally fa-
cilitated not only recognizing commonalities but also contrasting
differences [74]. Similarly, our participants were able to discern
both commonalities and differences through the juxtaposition of
two experiences. This highlights the need for careful design in pre-
senting dual experiences when applying EmoSync in real-world
contexts.

The HCI community’s perspective on empathy emphasizes ap-
proaching it through ongoing presence and engagement, rather
than treating empathy as a standalone goal to be achieved [20]. This
requires continuous mutual understanding and empathy among

stakeholders, but many practical challenges remain. As observed
in Choi et al.’s study [35], the mental and emotional burden placed
on participants in empathy-assistive systems can hinder empathic
engagement. This issue calls for a system that lowers the barriers
to empathy, ultimately fostering reciprocal communication and a
deeper understanding of each other’s experiences. Additionally,
recent research by Lee et al. pointed out that emotional empathy
alone is insufficient for fostering long-term awareness or behavioral
change [86]. To guide users toward prosocial behavior, a combina-
tion of emotional changes and deeper cognitive understanding is
required. However, there was a claim that studies based on immer-
sive simulations—widely used in experiential methodologies—have
limited effectiveness in promoting cognitive empathy, even though
they excel at eliciting affective empathy [98].

We believe that EmoSync plays a role in addressing these chal-
lenges to some extent. First, as validated by prior research [74],
using analogies rooted in familiar experiences naturally evokes
interest and curiosity, encouraging active engagement with the
target subject. Moreover, as supported by our qualitative results,
empathy facilitated through analogy inherently involves both cog-
nitive understanding and emotional resonance [17]. This suggests
that empathy induced by EmoSync would have the potential to
further guide users to prosocial behavior, which is evident in the
improved “helping” scores observed in Phase 3.

Overall, EmoSync demonstrated that analogy-based empathy
could effectively induce empathy for others’ experiences in the
context of 𝑀𝐴s. By proposing a novel approach that aligns with
the HCI community’s goals for empathy-assistive systems while
addressing existing challenges, we showcased a pathway forward.
Still, there are challenges left to resolve, such as the risk of over-
simplifying or bypassing the original experience. Future research
should investigate the impacts of EmoSync through real-world ap-
plications and longitudinal studies to assess its effectiveness and
refine its approach.

10 Conclusion

Our feelings upon the same experiences can vary due to individual
differences. Previous works that aimed to foster empathy often
immerse individuals in an experience identical to another’s, over-
looking the intricacies of personal differences and possibly limiting
affective empathy. In this paper, we proposed a novel concept to-
ward affective empathy by creating personalized analogies. Then,
we embodied our concept as EmoSync, an LLM-based agent gener-
ating bespoke analogical vignettes in a context of𝑀𝐴. We designed
and evaluated it through an extensive 3-phased study with 100+
individuals from diverse backgrounds. We reported multi-faceted
findings and implications.
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A Appendix

A.1 Themes and examples of𝑀𝐴s

Table 9: Themes and examples of𝑀𝐴s [135]

Theme 𝑀𝐴 Examples Implication

Alien in own land "Where are you from?"
"You speak good English."
A person asking an Asian American to teach them words in
their native language.

You are not American.

Ascription of intelligence "You are a credit to your race."
Asking an Asian person to help with a math or science problem.

People of color are generally not as intelligent as Whites.

Color blindness "When I look at you, I don’t see color." Denying a person of color’s racial/ethnic experiences.
Criminality/assumption of criminal
status

A store owner following a customer of color around the store. You are going to steal.

Denial of individual racism "I’m not racist. I have several Black friends." I am immune to racism because I have friends of color.
Myth of meritocracy "I believe the most qualified person should get the job." People of color are given extra unfair benefits because of their

race.
Pathologizing cultural val-
ues/communication styles

Asking a Black person: "Why do you have to be so
loud/animated? Just calm down."

Assimilate to dominant culture.

Second-class citizen Person of color mistaken for a service worker. People of color are servants to Whites. They couldn’t possibly
occupy high-status positions.

Environmental microaggressions A college or university with buildings that are all named after
White heterosexual upper class males.

You don’t belong here. There is only so far you can go.

A.2 Our Choice of LLM Model: Analysis on Cost and Performance

Since prompt engineering requires many iterations, using a commercial LLM (e.g., GPT-4) was expected to incur a huge expense. A single
iteration of inference requires 246 API calls (= 41 participants × 6 combinations). Given a single call consuming 8k tokens including input
and output, 1.968M tokens per iteration (= 8𝑘 × 246), and the GPT-4 API charging $30 per 1M input tokens (or $60 per 1M output tokens), a
single iteration is estimated to cost about $100. As prompt engineering often involves tens to hundreds of iterations, the total estimated cost
was impractical. For alternatives, we searched for an open-source LLM that fit in our local GPU server (AMD EPYC 7513 CPU, 512 GB main
memory, 4× GPUs of Nvidia 6000 Ada with 48 GB memory each), where Llama2-13B [4] and Mixtral-8x7B-Instruct-v0.1 [5] fit well.
Unfortunately, Llama2 refused the task with 𝑀𝐴s due to its moderation policy (“It’s not appropriate to make assumptions about someone’s
identity based on their race...” ). As Mixtral accepted and performed our task well, we compared its performance with GPT-4. Table 10 lists the
parameters and𝑚𝑒𝑎𝑛𝐴𝐸𝑖𝑡𝑒𝑚 from one of our earlier prompts, showing Mixtral is quite comparable to GPT-4 in inference accuracy. We used
the Mixtral model throughout our whole study.

Table 10: LLMs performance and parameter setting

LLM 𝑚𝑒𝑎𝑛𝐴𝐸𝑖𝑡𝑒𝑚 hyperparams.

GPT-4 1.227 temperature=0.2

Mixtral-8x7B 1.249 top_p=1
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A.3 Participants Information

Table 11: The distributions of the participants’ demographics & attributes in Phases 1 and 2 (Design)

D
e
m
o

Gender, 𝑛 Physical attributes, mean ± SD Big5, mean ± SD
Female 21 Height (cm) 170.34± 10.86 Extroversion 2.84 ± 1.06
Male 20 Weight (kg) 79.35 ± 29.25 Agreeableness 3.94 ± 0.77
Non-binary 0 Highest level of education, 𝑛 Conscientiousness 3.95 ± 0.77

Age, 𝑛 High school or equivalent 6 Neuroticism 2.81 ± 0.97
18-24 5 Some college or vocational training 6 Openness 3.74 ± 0.77
25-34 18 Bachelor’s degree 18 VLQ, mean ± SD
35-44 10 Master’s degree 9 7.25 ± 1.56
45-54 4 Doctoral or professional degree 2 EES, mean ± SD
55-64 3 Type of disability, 𝑛 39.37± 30.38
65 or older 1 No disability 29 EmoMA, mean ± SD

Sexual orientation, 𝑛 Cognitive disability 0 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑖𝑡𝑦 score 3.98 ± 1.03
Asexual 2 Physical disability 0 𝐻𝑜𝑠𝑡𝑖𝑙𝑖𝑡𝑦 score 4.26 ± 0.96
Bisexual 6 Psychological/mental health disability 8 𝐴𝑛𝑥𝑖𝑒𝑡𝑦 score 3.74 ± 1.11
Heterosexual 32 Sensory disability 0 𝐷𝑒𝑝𝑟𝑒𝑠𝑠𝑖𝑜𝑛 score 3.95 ± 1.10
Homosexual 0 Other 4
Pansexual 1 Race/Ethnicity, 𝑛
Other 0 American Indian or Alaskan Native 0

Annual household income,𝑛 Asian 7
Under $25,000 3 Black or African American 10
$25,000 - $49,999 10 Hispanic or Latino or Spanish Origin of any race 4
$50,000 - $74,999 9 Multi-racial/mixed race 9
$75,000 - $99,999 8 Native Hawaiian or Other Pacific Islander 0
$100,000 - $149,999 9 White 11
$150,000 or more 2 Other 0

Table 12: The distributions of the participants’ demographics & attributes in Phase 3 (Evaluation)

D
e
m
o

Gender, 𝑛 Physical attributes, mean ± SD Big5, mean ± SD
Female 30 Height (cm) 171.4 ± 11.11 Extroversion 2.89 ± 0.96
Male 29 Weight (kg) 80.24 ± 24.85 Agreeableness 3.97 ± 0.59
Non-binary 1 Highest level of education, 𝑛 Conscientiousness 3.94 ± 0.78

Age, 𝑛 High school or equivalent 4 Neuroticism 2.73 ± 1.04
18-24 5 Some college or vocational training 20 Openness 3.65 ± 0.69
25-34 19 Bachelor’s degree 22 VLQ, mean ± SD
35-44 16 Master’s degree 11 7.29 ± 1.51
45-54 10 Doctoral or professional degree 3 EES, mean ± SD
55-64 8 Type of disability, 𝑛 34.32± 29.16
65 or older 2 No disability 46 EmoMA, mean ± SD

Sexual orientation, 𝑛 Cognitive disability 0 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑖𝑡𝑦 score 4.04 ± 0.82
Asexual 2 Physical disability 2 𝐻𝑜𝑠𝑡𝑖𝑙𝑖𝑡𝑦 score 4.38 ± 0.82
Bisexual 6 Psychological/mental health disability 8 𝐴𝑛𝑥𝑖𝑒𝑡𝑦 score 3.69 ± 0.98
Heterosexual 49 Sensory disability 1 𝐷𝑒𝑝𝑟𝑒𝑠𝑠𝑖𝑜𝑛 score 4.05 ± 0.88
Homosexual 2 Other 3
Pansexual 0 Race/Ethnicity, 𝑛
Other 1 American Indian or Alaskan Native 2

Annual household income,𝑛 Asian 13
Under $25,000 10 Black or African American 9
$25,000 - $49,999 16 Hispanic or Latino or Spanish Origin of any race 7
$50,000 - $74,999 9 Multi-racial/mixed race 9
$75,000 - $99,999 10 Native Hawaiian or Other Pacific Islander 0
$100,000 - $149,999 9 White 19
$150,000 or more 6 Other 1
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A.4 Questionnaires

Emotional reactions to MA vignettes (abbr. EmoMA)

Reason
Please explain the reasons behind your emotional response, considering your personal experiences, values, traits, 
and other relevant factors. Make sure your answer is at least 250 characters long and contains at least three 
sentences. 

Here are the example answers: 
e.g. It seems like just a normal situation. It happens all the time, so I didn't feel much different. I'm not quite sure 
what's supposed to be undesirable about it. 
e.g. Never being bisexual myself, I find it hard to grasp. It's kind of like automatically being wary of anything 
outside my own experiences. It's not about judgment, just an instinctive response to stuff I haven't encountered 
personally. It's tricky navigating feelings towards the unknown. 
e.g. I'm a very introverted person when it comes to expressing my emotions. I don't show my emotions 
outwardly, and because of this, I am sometimes called indifferent or cold. However, I don't intentionally ignore or 
alienate others. It doesn't matter to me if he is a woman or a man, this situation could be someone similar to me. 
e.g. Being white with a black mom, discrimination against people of color hits hard. It stirs up anger, seeing loved 
ones hurt. It's a personal battle, fighting for respect and equality in a world that often looks the other way. It's 
about standing together, valuing our shared humanity.

Awareness

- How undesirable do you think the interaction in the vignette is?
- How likely do you think that any of the individuals or groups in the situation felt marginalized due to bias?
- How likely do you think that there was an intent of bias against an individual or a group?

- Does this vignette remind you of a past experience you have had?
- Have you ever seen or heard about a similar situation in media, such as in movies, TV shows, books, or news?

Free-form

7-pt Likert-scale

Yes or No

1
(Not at all)

7
(Very Much)

4

1
(Not at all)

7
(Very Much)

4

Angry:

For each item below:

Yes NoFor each item below:

(The same format is applied to all items below.)
[12 items] Angry, Blue, Fearful, Cruel, Discouraged, Worried, Agreeable, Fine, Secure, Cooperative, Active, Calm 

The questionnaire here is repeated 𝑛 times.
(𝑛 = 40 in Data Survey, 𝑛 = 12 in Analogy Survey)

Indicate your affective states after reading the vignette.
7-pt Likert-scale

X, who is deaf, picks up a DVD or Blu-ray to check for subtitles. The main feature of the DVD or Blu-ray 
includes subtitles for the deaf. However, there is a notation on the DVD or Blu-ray indicating that the 
special features "may not" have subtitles.

Emotion

Read the vignette carefully and respond to the following questions based on your own feelings and thoughts.
Please respond instinctively without overthinking – simply choose the first answer that comes to your mind.

A Vignette of Microaggression

Figure 10: EmoMA questionnaire
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Questionnaires on Personal Characteristics

Perception

1
(Disagree Strongly)

5
(Agree Strongly)

3
(Neither agree nor disagree)

Is talkative:

(The same format is applied to all items below.)
[44 items] Tends to find fault with others, Does a thorough job, Can be somewhat careless, …

In this part, you will answer a short version of the Big-5 Personality Questionnaire. Check the number that 
indicates how much you disagree or agree with each statement.
I see Myself as Someone Who…

5-pt Likert-scale

Big5

1
(Not at all Important)

10
(Extremely Important)

Family (other than marriage 
or parenting):

(The same format is applied to all items below.)
[10 items] Marriage/couples/intimate relations, Parenting, Friends/social life, Work, Education/training, …

In this part, you will answer to Valued Living Questionnaire. Please follow the instructions: 
Below are areas of life that are valued by some people. We are concerned with your quality of life in each of these 
areas. One aspect of quality of life involves the importance one puts on different areas of living. Rate the 
importance of each area (by circling a number) on a scale of 1-10. 1 means that area is not at all important. 10 
means that area is very important. Not everyone will value all of these areas, or value all areas the same. Rate 
each area according to your own personal sense of importance.

10-pt Likert-scale

VLQ

It makes me sad to see a 
lonely stranger in a group:

(The same format is applied to all items below.)
[33 items] People make too much of the feelings and sensitivity of animals, …

In this part, you will answer the Emotional Empathic Tendency Scale. For each statement, please rate your level of 
agreement.

9-pt Likert-scale

EES

-4
(Very Strong Disagreement)

4
(Very Strong Agreement)

0
(Neutral)

Perception

- [Gender] What best describes your gender?
- [Race/Ethnicity] Which of the following best describes you? (Please select all that apply)
- [Age] 
- [Physical attributes] Height, Weight, Is there any aspect of your physical appearance that you would like to 

share or highlight?
- [Sexual Orientation] What is your sexual orientation?
- [Education] What is your highest level of education completed?
- [Income] What is your approximate annual household income?

Select
Demo

Figure 11: Questionnaires on personal characteristics
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Pre-questionnaires

Perception- [PT] I find it difficult to see things from Foo’s point of view. (-)
- [PT] I can understand Foo’s emotional reaction by imagining how things look from their perspective.
- [FS] I really get involved with the feelings of Foo.
- [FS] I can imagine how I would feel if a situation similar to the vignette were happening to me.
- [EC] I have tender, concerned feelings for Foo.
- [EC] I don’t feel very much pity for Foo. (-)
- [PD] If I see Foo getting hurt while going through the situation, I would remain calm. (-) 
- [PD] If I see Foo going through the situation in the vignette and badly needing help, I would go to pieces.
- [HP] If someone who has experienced a similar situation to the vignette shares their problems with me, I 
will offer emotional support.
- [HP] If I witness a similar situation to the vignette, I will actively intervene.

The following statements inquire about your thoughts and feelings about the vignette. For each item, indicate 
how accurately each item describes your state by selecting the appropriate level, from 1 (strongly disagree) to 7 
(strongly agree).

7-pt Likert-scale

Empathy Measure

1
(Strongly disagree)

7
(Strongly agree)

4
(Neutral)

X- who is deaf- picks up a DVD or Blu-ray to check for subtitles. The main feature of the DVD or Blu-ray 
includes subtitles for the deaf. However- there is a notation on the DVD or Blu-ray indicating that the 
special features "may not" have subtitles.

A Vignette of Original Microaggression

Here is a vignette that you are given before. Foo, an arbitrary person who has different backgrounds from you, 
responded very negatively to this vignette.

Read the vignette carefully and follow the instructions.
- We're not testing your morals, so please answer as honestly as you can. 
- Please respond instinctively without overthinking – simply choose the first answer that comes to your mind.

For each item below:

The questionnaire here is repeated 12 times.

Figure 12: Pre-questionnaires
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Post-questionnaires

Perception Measure 1

X- who is deaf- picks up a DVD or Blu-ray to check for subtitles. The main feature of the DVD or Blu-ray includes subtitles for 
the deaf. However- there is a notation on the DVD or Blu-ray indicating that the special features "may not" have subtitles.

Here is the original vignette that you are given before. 
Foo, an arbitrary person who has different backgrounds from you, responded very negatively to this vignette.

To help you empathize with Foo, we prepared an analogical scenario that might resonate more with you. 
Here is a vignette of the analogical scenario:

The questionnaire here is repeated 12 times.

Imagine that Doe has a friend who uses a wheelchair and wants to attend a local music festival. However- the festival's 
organizers have not provided adequate accessibility features- such as ramps or accessible restrooms. Doe and her friend 
face difficulties navigating the venue.

A Vignette of Analogical Microaggression

Read the vignette carefully and follow the instructions. 
- We're not testing your morals, so please answer as honestly as you can. 
- Please respond instinctively without overthinking – simply choose the first answer that comes to your mind.

7-pt Likert-scale Free-form

- How much do you agree that there are similar points in common between the original vignette and the new vignette?
- How much do you agree that the new vignette personally resonates with you?

For each item 
below: 1

(Strongly disagree)
7

(Strongly agree)
4

(Neutral)

Free-form 
response 
for each

A Vignette of Original Microaggression

Perception- [PT] I find it difficult to see things from Foo’s point of view. (-)
- [PT] I can understand Foo’s emotional reaction by imagining how things look from their perspective.
- [FS] I really get involved with the feelings of Foo.
- [FS] I can imagine how I would feel if a situation similar to the vignette were happening to me.
- [EC] I have tender, concerned feelings for Foo.
- [EC] I don’t feel very much pity for Foo. (-)
- [PD] If I see Foo getting hurt while going through the situation, I would remain calm. (-) 
- [PD] If I see Foo going through the situation in the vignette and badly needing help, I would go to pieces.
- [HP] If someone who has experienced a similar situation to the vignette shares their problems with me, I will offer 
emotional support.
- [HP] If I witness a similar situation to the vignette, I will actively intervene.

7-pt Likert-scale

Empathy Measure

For each item below:

Now that you have read the original vignette and the new vignette, the following statements inquire about your thoughts 
and feelings about the original vignette. For each item, indicate how accurately each item describes your current state by 
selecting the appropriate level, from 1 (strongly disagree) to 7 (strongly agree).

1
(Strongly disagree)

7
(Strongly agree)

4
(Neutral)

Perception Measure 2
7-pt Likert-scale Free-form

- How much do you agree that the new vignette effectively aids in empathizing with Foo’s emotional reaction 
to the original vignette?

For each item 
below: 1

(Strongly disagree)
7

(Strongly agree)
4

(Neutral)

Free-form 
response 
for each

Figure 13: Post-questionnaires
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Exit-questionnaires
The subsequent introduces method for creating auxiliary vignettes that can help you empathize with situation 
that you normally wouldn't. Please read the description carefully and answer the following questions.

Showing a contextually analogical situation that personally resonates with you will aid in fostering empathy 
towards situations that you previously couldn't empathize with. This situation is generated from the insights into 
your triggers for negative emotion and empathy, and designed to elicit similar emotional response with Foo.

Reflecting upon the survey thus far, the new vignettes were crafted using the above method. Please remind your 
responses to them and answer the subsequent questions.

7-pt Likert-scale Free-form

- How much do you agree that there are similar points in common between the original vignettes and
the new vignettes overall?
- How much do you agree that the new vignettes personally resonates with you overall?
- How much do you agree that the new vignettes effectively aids in empathizing with Foo's emotional reaction 
to the original vignettes overall?

7-pt Likert-scale Free-form

- How effective do you think these tailored vignettes are in helping you empathize with situations you normally 
wouldn't?

For each item 
below: 1

(Strongly disagree)
7

(Strongly agree)
4

(Neutral)

Free-form 
response 
for each

For each item 
below: 1

(Strongly disagree)
7

(Strongly agree)
4

(Neutral)

Free-form 
response 
for each

In comparison to presenting only the original vignette, what are your thoughts on the advantages or 
disadvantages of also displaying the new vignette alongside it for facilitating empathy for the original vignette?

Free-form

Figure 14: Exit-questionnaires
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A.5 Example Prompts

For every scenario, Doe has evaluated their emotional state using a 7-point scale, where 1 signifies ‘not at 
all’ and 7 denotes ‘very much’. (…) This assessment covers twelve categories of emotions: discouraged, fine, 
active, blue, angry, cooperative, cruel, agreeable, fearful, worried, secure, and calm. (…) It’s important to 
note that any of the characters in these scenarios do not represent Doe. (…)
Ex40: A graduate student with an A- average, regularly receives a question from acquaintances, family, and 
strangers: “You're so beautiful - why are you still single?”
EMOTIONAL REACTION: discouraged(1), fine(3), active(1), blue(2), angry(1), cooperative(2), cruel(1), 
agreeable(2), fearful(1), worried(1), secure(2), calm(2)
REASON FOR THE EMOTIONAL REACTION: I didn't have a strong emotional response to this, (…)

This is the demographic information of Doe:
- Gender: Female, Race/ethnicity: Black or African American, Age: 35-44, Height: 6’2, Weight: 396 lbs, Sexual 
orientation: Bisexual, Education: Bachelor's degree, Income: $100,000 - $149,999, Disability: No disability

In terms of life components, Doe considers Family (other than marriage or parenting), Friends/social life, 
Recreation/fun, Physical self care (diet, exercise, sleep) to be extremely important. Doe views 
Marriage/couples/intimate relations, Work, Education/training, Citizenship/Community Life as moderately 
important. Doe does not consider Parenting, Spirituality to be important.

In terms of Big Five personality traits, Doe is moderate in Openness, high in Conscientiousness, low in 
Extroversion, high in Agreeableness, low in Neuroticism.

EmoMA

Demo

VLQ

Big-5

Instruction

Context

MA Examples
(to infer)

Ex17: A slender co-worker says, "If I go to eat somewhere, and there are a bunch of fat people in line, I leave. I 
just lose my appetite." This is said in the presence of X, who is overweight and at work. (…)

Given the context information of Doe, your task is to deduce how Doe might react emotionally to the given 
microaggression examples. To conduct this, follow these steps. For each step, provide a detailed explanation.
Step 1: Analysis of Doe’s emotional reactions and the reasons behind these reactions to the hypothetical 
microaggression scenarios (…) Step 2: Analysis of Doe’s demographic information (…) Step 3: Analysis of Valued Living 
of Doe (…) Step 4: Analysis of Doe’s Big Five personality traits (…) Step 5: Personalized Emotion Prediction (…)

Figure 15: Example of Base-prompt

Foo's experience: In a public bathroom, a girl approaches the sink next to X, who is Filipina and has 
lived in the States since infancy. The girl asks X, "Where are you from?" X replies, "Albion." The girl 
then asks, "Is that in China?" To which X responds, "No... that's in northeast Indiana."
EMOTIONAL REACTION: discouraged(2), fine(3), active(1), blue(1), angry(2), cooperative(1), cruel(1), 
agreeable(1), fearful(1), worried(1), secure(3), calm(3)

For every scenario, Doe has evaluated their emotional state using a 7-point scale, where 1 signifies 
‘not at all’ and 7 denotes ‘very much’. (…) This assessment covers twelve categories of emotions: 
discouraged, fine, active, blue, angry, cooperative, cruel, agreeable, fearful, worried, secure, and 
calm. (…) It’s important to note that any of the characters in these scenarios do not represent Doe. (…)
Ex40: A graduate student with an A- average, regularly receives a question from acquaintances, family, 
and strangers: “You're so beautiful - why are you still single?”
EMOTIONAL REACTION: discouraged(1), fine(3), active(1), blue(2), angry(1), cooperative(2), cruel(1), 
agreeable(2), fearful(1), worried(1), secure(2), calm(2)
REASON FOR THE EMOTIONAL REACTION: I didn't have a strong emotional response to this, (…)

This is the demographic information of Doe:
- Gender: Female, Race/ethnicity: Black or African American, Age: 35-44, Height: 6’2, Weight: 396 lbs, 
Sexual orientation: Bisexual, Education: Bachelor's degree, Income: $100,000 - $149,999, Disability: No 
disability

In terms of life components, Doe considers Family (other than marriage or parenting), Friends/social 
life, Recreation/fun, Physical self care (diet, exercise, sleep) to be extremely important. Doe views 
Marriage/couples/intimate relations, Work, Education/training, Citizenship/Community Life as moderately 
important. Doe does not consider Parenting, Spirituality to be important.

In terms of Big Five personality traits, Doe is moderate in Openness, high in Conscientiousness, low in 
Extroversion, high in Agreeableness, low in Neuroticism.

Doe struggles to empathize with Foo's experience, showing a moderate emotional response to the 
microaggression and explaining the reason as follows:
[[  This makes me feel derision towards the person asking where X was from. It think it's odd to be 
within the United States and have someone assume that you were born somewhere else and that was only 
determined by someone's appearance. It's not funny "haha" but funny interesting that this person stood 
in ignorance after hearing where X was from.  ]]

Original
MA

Demo

VLQ

Big-5

Instruction

User’s
reason

to
Original MA

EmoMA

Context

Given the the context information of both Foo and Doe, your task is to construct an analogy that enhances Doe’s empathy 
towards Foo’s experience. (…)
Step 1: Examination of Foo’s experience of receiving microaggression and their emotional response (…) Step 2: Analysis 
of Doe’s emotional reactions and the reasons behind these reactions to the hypothetical microaggression scenarios (…) 
Step 3: Inference of the kinds of microaggressions evoking similar emotions in Doe as in Foo (…) Step 4: Designation of 
Analogical Microaggression (…)

Figure 16: Example of Final-prompt
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